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1. Introduction

In economic geography, the normative aspect isafben neglected. If the agglomeration
phenomenon has been well documented, the questida fairness is mainly skipped. As
explains Martin (2000), in economic geography, aheuld spend more attention to this
trade-off between efficiency and equity. In thipea using a framework that distinguishes
between interregional and intraregional transpmnmatosts, we study the agglomeration
effects from a normative point of view, so that @@ study the effects of transport policies

on efficiency and on regional inequalities.

At the end of the nineteenth century, Marshall (8&plained that “a lowering of tariffs, or
of freights for the transport of goods, tends tckenaach locality buy more largely from a
distance what it requires; and thus tends to cdraten particular industries in special
localities.” Indeed, during the industrial revoluti Marshall witnessed a key moment in the
history of geography. As Bairoch (1989, 1997) exathroughout the nineteenth century,
transportation costs have been divided by ten aditkde very same time, inequalities between
countries emerged: the standard deviation of GDRg@gta in Europe has been multiplied by
7.5. A very detailed analysis of this phenomenogiven by Lafourcade and Thisse (2011).
The reduction of trade costs is one of the caukdsese inequalities.

Even if Marshall had a good intuition of the redatibetween reduction of transportation costs
and concentration of activities, the main contiidmo$ began to emerge in the 80’s. Three
main models have been developed to study the effeatterregional trade on industrial
location. The first one has been developed by Kamgrf1980) (but it is usually called the
Dixit-Stiglitz-Krugman model). He sets the basis ioferregional trade in an imperfect
competition framework with increasing returns talsc He considers two sectors (agriculture
and industry) that are both present in two regighsnanufactured good can be sold in the
two regions, but to sell it “abroad”, a transpadatcost must be paid by the consumer. The
author concludes that a decrease of the transpets evill affect positively the two regions
(by diminishing the price level in both regions)ewrtheless, the impact will be higher for
the big region than for the small one, and so thellebe an increase in inequalities between
regions.

The “footloose capital model” has been further d@ved by Helpman and Krugman (1985).

Consider 2 regions A and B, and 2 production factlabor is homogenous and can be used
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either in the agricultural or the industrial sestdrabor is immobile, whereas capital is mobile
between the two regions. Each worker has a urgapital he can invest either in region A or
B. But the returns he gets from the capital arenspehis own regionDefining equilibrium

as the equality of returns in the two regions, theanaged to highlight what they referred to
as the “Home-Market Effect”. This means that thare of industry in the employment of the
central region is bigger than its share in the petan. The reason is that, in presence of
increasing returns and transportation costs, fisntisprefer to locate near the biggest market.

This effect will be even more intense when tradsetsare reduced.

The last main contribution is by Krugman (1991). &telyzes which workers move between
regions, and how wages are set endogenously. Wl firms move between regions
comparing their expected utilities and profits. gman observes that, below a certain
threshold, the reduction of transportation cosis automatically lead to the concentration of

all the industrial activity in one of the two regm

These three models have two points in common;, firety all find that the reduction of
interregional transportation costs will increaseqgualities between regions. Second, they all
use the same assumption: they consider regionstaswadthout dimension, in which there are
no intraregional transportation costs (see Beha@aisThisse, 2007).

This last point is disturbing since a whole fiellezonomics has focused on cities: urban
economics. Many contributions have been made, bostnof them were neglected by
interregional trade economists. The first attenopanify this field was the paper of Tabuchi
(1998), in which the author proposes a synthesi&lofso (1964) and Krugman (1991).
Other papers have contributed to the linkage cdehwo growing fields. We can think of the
paper by Puga (1999),where he observes that, witgestion costs, the “tomahawk curve” of
Krugman (1991) becomes a bell-shaped curve The igldhat the congestion costs will
reduce the incentive for firms to remain in the teerwhen interregional trade costs are
reduced. Cavailhes and al. (2006) go one stepdughd investigate the way the structure of
cities is affected by interregional trade, shiftifigm a monocentric to a polycentric

configuration to reduce congestion costs.

However, all these contributions have neglectedery vmportant scale: “the region”. As

observe Behrens and Thisse (2007), these contriisiliave gone from the interregional scale
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to the urban one, skipping the region. We helfilithis gap, making the difference between
interregional and intraregional infrastructurescisa distinction has already been made by
several authors. Martin and Rogers (1995) usediktsction to analyze FDIs (Foreign Direct
Investments) in developing countries. Using thepH&ln & Krugman’s (1985) frame, they
observe that an improvement of the internationfahsgtructure will motivate firms to move to
developed countries, whereas an improvement ofdgmnal infrastructure in the periphery
will lead to a transfer of firms from the developeduntry to the developing one. These
results are extended to transport infrastructuyelslartin (1999) and Baldwin & al. (2003) in
endogenous growth model, and even to a three regaxtel. In all these cases, they focus on
comparative statics to understand the effects ofimprovement of different kinds of
infrastructures on the distribution of activitiesdaon growth.

This distinction between interregional and intrémegl transportation costs can be found in
other articles that use, this time, the Krugmat$9() model. Without being exhaustive, we
signal the existence of papers such as Crozet &igeBoubeyran (2002), Brilhart & al.
(2004) or Behrens & al. (2006).

In this article, we will use the Helpman & Krugmar{1985) frame, that is to say, a footloose
capital model. This choice can be justified in tways. The first one concerns the hypotheses
of the model. Contrary to Krugman (1991), in thdgdean & Krugman model, it is supposed
that workers are immobile, and capital is mobilbisTassumption is, in our opinion, more
credible when we investigate the case of regionsfc®s that do not share a common
language. The second reason is a practical oneoflthe main advantages of the Helpman &
Krugman model is that it can be solved analyticafrereas it is not the case for Krugman
(1991). These analytical results are highly usédulcomparative statics, welfare analysis or

recommendations for regional policies.

There are several empirical and historical exampldbe effects of infrastructure on regional
inequalities. Vickerman (1991, 1999) has studiexridfiects of the European transport policy
on regional inequalities. An historical examplg@isvided by Cohen (2004). He explains that
during the French colonization of Algeria, manydsavere built to connect distant villages to
central cities. These roads allowed firms from ¢bater to sell their products to the villages.
Far from improving the situation, these roads eetpthe remote villages and increased the

spatial polarization of activities.



It is crucial to understand the various mechasisairstake, in order to implement a transport
policy taking into account the cohesion objectidnother interesting objective is the
normative study of such a situation. Indeed, isgbegraphical equilibrium an optimum from
a Pareto point of view? Few contributions have $eclion the normative point of view of the
economic geography. Among these contributions, Mga998, 1999, 2000) analyzes the
equity issues that are associated to regional ipsli¢ie observes that the improvement of
regional infrastructures raises the welfare ofvidlials in both regions, but the level reached
remains below the optimal one. Martin uses an eadogs growth model where the higher
number of firms in the Core generates relativelyrangrowth and this can not be fully
corrected by regional policies. Martin is not thdyoone that has addressed normative issues.
Charlot & al. (2006) devote a full paper on the pamson of welfare measures to analyze the
effects of agglomeration on welfare. However theg the Krugman (1991) model and they

exclude the distinction between interregional artichregional transportation costs.

In this paper, we make a normative analysis of @gglation, making a distinction between
inter and intraregional transportation costs. Tiaemative analysis allows us to characterize a

set of transport policies to decentralize the welfaptimum.

This paper has two sections. In the first sectiwe, start from an existing model of
intraregional trade (the Helpman and Krugman's pna)d introduce intraregional
transportation costs. With these intraregional s;oste can assess the effects of different
transport policies on industrial location. In teection, we find the comparative statics results
obtained by Martin & Rogers (1995), Martin (199%daBaldwin & al. (2003). Our main
contributions are in the second section, where d@p@a normative point of view. We
compare the spatial equilibrium to the Pareto optione. We show that the geographical
equilibrium is not optimal. We next examine polgiBke road pricing that improve the
efficiency of the equilibrium. A numerical exampleith transport policies for African
countries illustrates the model. In a final parttloé paper, we draw some conclusions from

our model. Detailed mathematical proofs of the pseijions are relegated in the appendixes.



2. A theoretical model to study the impact of interregonal and intraregional

transportation costs on industrial location

2.1. Description of the model

Most previous models in Economic Geography negiedhe intraregional transportation
costs. One of the exceptions is the model develtyyelllartin and Rogers (1995), in which
they make a distinction between international amhektic trade costs. If their paper is a first
step in the understanding of the impact of theanefgional trade costs, they do not use a

normative framework: they do not look for efficignenproving policies.

In this paper, we add to the Helpman and Krugmamsdel (1985), intraregional
transportation costs. The advantage of this madilat it has an analytical solution, what it is
not the case of the Krugman (1991) model. Our r@agads very close to the one proposed by
Martin and Rogers (1995), and extended by MartB99) and Baldwin & al. (2003) in an
endogenous growth model. We change the mathemabtaiions so as to obtain results more

directly.
We consider 2 regions: A (the center) and B (th@pery), where A has a bigger share of the
population. In each region, there are two sub-megidactories on one side and houses (with

shops) on the other side.

Figure 1. Structure of the regions and transportatbn costs
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The structure of these regions allows us to havearggional as well as interregional

transportation costs.



2.2. Main Assumptions

Before solving the equilibrium, we need some asgionp. We consider a model of two
regions: the center and the periphery. In the exgnohere are L workers. A shatk of the

workers are in the central region, wigh=1/2. In this model there are two kinds of factors:
labor which is immobile and capital which is mobidl members of the population own one
unit of capital. As in Helpman and Krugman (198bages in the two regions are set to 1:

w, =w; =1.

More precisely, we define the different unit tramption costs within regions (AA, BB) and

between regions (AB, BA). The intraregional tranggion costs are given by,, and 7,

whereas interregional ones are giveniQy =r7,.

We suppose that the intraregional transportatisiscare more important in the poor region
(given the low quality of transport infrastructurdgan in the rich region. Moreover, we
assume that interregional transportation costsmareh higher than intraregional ones. We
then have the following inequality:

TBA = TAB >TBB> TAA
2.3. Equilibrium

The objective of this model is to determine theueabf A, which is the share of the industry
located in the central region. As labor is immobilgraregional commuting costs do not
affect the location of production. We focus thent@msportation costs. To obtain the value

we must first specify some elements concerningyxctidn and demand.

2.3.1. Production
The cost function of a firm is defined &(q)=f r(A)+cqg, so that there are increasing
returns. Each firm need§ units of capital and each of the L workers hawsi of capital.

All firms have the same cost function and produaehea different variety. Denote by the
share of the capital invested in A, Since capggberfectly mobile between the two regions,
the number of firms in regions A and B are:



(2) n,=— andng =

Given we have assumed that the capital is mothike spatial equilibrium is defined by the

equalization of returns :

rA(/l*):rB(/l*):r (/l)
The returns are spent in the region of the ownes.dbtain the value of the income of each
region:

() Y,=[1+r(A)]6L and Y =] ¥ f{A)]( +6) L

Without iceberg transportation cost, the profit &ipn for a representative firm i is given by

m=pd(p)- fr(A)-cq p). Profit maximization leads to the equilibrium mric

p [1—%} =c, whereg = —?ﬂ. With the utility function defined in the Secti@3.2, we
i P q

haves =0, whereo is the elasticity of substitution between varigtie

Now, we introduce iceberg transportation costshas dercentage of the good that is lost

because of transportation costs. If we want toiveca quantityg of a product, it will be
necessary to shigq of the product, withr >1. We then infer the pricep,,, paid by a

consumer living in the regiom, and purchasing a product made in redgion

1,.Co

3) B =TimP = wherel=ABandm= A B,

wherer, represents the iceberg cost.

2.3.2. Demand
As in the Dixit-Stiglitz-Krugman model, we have tf@lowing utility function: U = M # A
where u, the part of the income spent on the compositelgmosuch thatz <1. M is the
composite good produced by the industry and A ésnthmeraire good. This numeraire good
can be transported without cost between regionseaedy unit of labor that is not used to
produce the industrial goods can generate oneafinite numeraire good. This allows us to

set the price of the numeraire good and the wagaldq 1 in both regions, as in Krugman’s



model. The share of revenue dedicated to the caepgsod is 4Y,,, whereY,, is the total
income in region m. Maximizing =M +A(uY, - q.()7,,p), we obtain the demand for a

variety i, made il and consumed im:

H Z-m i -
4) q|m(l) = Z ET: E-))_(ﬁ) MY, where [=ABandm= A B.
jrim

In the rest of this model, we will use the notatign = z,,""™ . We observe thag, takes a

value between 0 and 1,d >1. When ¢, is near 1, there are low barriers for trade.

We add some assumptions on the valueg :of

(5) Dun > Pop > Pag = Pg, and
(6) 1-9>%e
Bos

The first hypothesis is just the transportationt aosquality written in terms ofp. The second
assumption will be justified soon, we need it tokengure the share of industry in the region
belongs to [0,1]. In other words, this inequalitgans that interregional transportation costs

must be much higher than the intraregional ones d$sumption seems reasonable.

The total demand for the variety i produced in Ayigen by the sum of the demand for this
variety by the region A and by the region B. Theeraies in the equation (4) refer to the
eqguation (2). Since the prices are given by thetgu (3) and the number of firms by (1), we
find:

oo H(e=) [ @a(l+ra(a))6L e(1+15(4))(1-6)L
@ q’*(/])_u(ca )(¢Z/1(L+¢AB(1—)/‘)L+¢¢A(B/1L+¢BB()1—/‘)L J

The first part is the demand for this variety frtime consumers of the region A, whereas the

second part is the demand from the consumers afrrd3)

2.3.3. Determining the equilibrium
In the long term, the profits are just high enotylcover the cost of the capital. So the profit

of the firm, producing the variety i, in the regidns:

® 11,(1)= (1)) * Peli) i) = [7 10 A1) 47 8 Wi)] 17(2) =0



Let define the aggregate productionggi) =7 x0am(i) +7 8l as(i) - Then we have:

__cq,(i)
9 A)=—"2"
®) )=
which can, using the demand functions defined lyeituation (7), also be written as:
_ M [ ¢AA(1+ rA(/]))H + ¢AB(1+rB(A))(1_ g)j

(10) Ta (/1 ) pry quA/] + @ (1— A ) ¢A|3/1 + ¢BB(1_ A )

ot
Symmetrically, we findrg (A) :

(11) (1) = H [¢AB(1+rA(/1))0 +¢BB(1+rB(A))(l_0)J-

- U_f ¢AA/1 * P (1_/1) ¢AB/] + ¢BB(1_/])

The spatial equilibrium is obtained when the resumthe two zones are the same. Therefore

we are looking for thed value such thatr, andr, are equal:

Bunl + Ge(1-6)  _ B8 + %s(1-6) _
¢AA’1+¢)AB(1_/]) ¢A5A+¢BB(1_/]) quK]-I-quil_/‘) ¢A€l+¢5£1_/])

After simplifications, we findA (the share of industry in the central region):
1))

12 A= )
( ) (¢AA_¢AB)(¢AB_%B)

where ¥ =(1-6) (@ ~ Phs) Pra+ O(Pne= Pad P

Proposition 1: If the interregional transportation cost is suéfitly large, compared to the

intraregional cost @, (1—6’) > @), there exists a unique interior equilibrium whehe
industrial activity is shared between the two regig11[0,1]). If the interregional cost is too
low (@g (1—6?) <@y ), there is a corner solution and all the indabk#ctivity is in the center

(1 =1).

The proof of this proposition is relegated to Apgieri.
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2.4.Comparative statics

One of the advantages of building our model on hkelp and Krugman (1985) is that we
have an analytical solution for the equilibrium.iglallows comparative statics. Indeed, we
want to know the effects of improving the differdggppes of infrastructure on the industrial

location patterns.

In this part, we modify the quality of a specifipe of road and we evaluate its impact on the
distribution of industrial activity. We assume thia¢ funds (and resources) for the realization
of this infrastructure are external. For instartbe, funds could come from an international
development agency (World Bank) or be part of sefadeffort to help peripheral regions

(Regional investment Fund in the EU). We show ipé&qdix 2 the following proposition.

Proposition 2 Both the improvement of the quality of interregad infrastructure and the
reduction of intraregional transportation costshe center lead to a higher concentration of
industries in the center. However, lowering theigdesral intraregional transportation costs

increases the attractiveness of the peripheryirfiorst

Proposition 2 can be explained using the notiorafket potential. As it was defined by
Harris (1954), and then extended by Head and M&@04), the market potential is like a
weighted sum of the different potential sales oa tfational market and the surrounding
markets where a firm would like to export its produrhe weights are inversely proportional

to the trade costs.

Since the center is bigger than the peripheryadt maturally a higher market potential, which
attracts firms. Reducing the interregional trantgeon costs will increase the market
potential of the center, because central firms Wwdve a better access to the periphery.
Because of increasing returns, firms wish to mavéhe center. The reasoning is the same
with intraregional transportation cost in the centédowever, a decrease of the intraregional
transportation cost in the periphery will incredse weight of the periphery in its market
potential. The market potential of the peripheryl when increase, and will consequently
attract firms that will relocate from the centerthe periphery. We reach the same conclusion
as Martin & Rogers (1995), Martin (1999) and Bala\&i al. (2003).
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3. lIs this equilibrium efficient and can we improve i?

In this section, we first look for the efficiencefchmark: what geographical distribution of
industrial activity maximizes the sum of utilities the two regions. The equilibrium we
described in the previous section is then compapethe benchmark. Next we look for

policies that could bring the equilibrium closetthe efficiency benchmark.
3.1. Computation of the indirect utility functions in the two regions

In order to maximize overall efficiency, we need aralytical expression for the utility in
both regions. Recall that = M “A"# where i <1. Moreover, since A is the numeraire, then
the budget constraint reduces tB:M + A=1. Substituting into the utility function, we

obtain: U =M*{1-PM)"“.

Maximizing the utility, with respect to M, and igjing the optimal value of M in the utility

function, we obtain the indirect utility function:

~ Iu/l (1_Iu)(1_/1)

Moreover, we know that maximizingy is equivalent to maximizing any increasing
transformation of/ . We will then rely on the following indirect utikes in this section:

(14) V,=R*andV, = B*

In the new economic geography literature, the pndex in the region A is given by:

-1
CO' J——
(15) PA = E(wAAnA-l_ wABnB)U_l'
Using equation (1) for the number of firms, we abtaguation (16), which can be rewritten

as equation (17).

-1

co AL 1-A)L ot
(16) PA:E£(0AAT+¢AB( f ) J )
or
(17) P, =K (gaAA/] +¢AB(1—/1))G ,
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-1

-1 _
where K -9 L anda:—l.
o-1\ f -1

We then have the indirect utility functions for agent living in A ¥/,) and in B {/;) :
(18) V, = K (@A + @us(1—A)) .

Similarly, we obtain:

(19) Ve = K (@A + @op1-2)) ™.

3.2. Maximization of the total welfare in the econmy

We start by looking for the maximum of the unwegghisum of utilities in the two regions.
Because utility is in our formulation in fact expsed as real income (see (14)), social welfare
is in our case equivalent to real national incordsing the sum of utilities as societal
objective can then be justified in two ways. Fiose can allow for lump sum redistributive
transfers (of real income) by a federal governm8etond one can see the maximization of
utilities as the basis for an efficient bargainbejween the two regions where the two regions
share the gains of a better equilibrium via trarsségnong themselves.

Charlot et al (2006) examine the normative rankifithe stable concentration and dispersion
equilibriums in the Krugman model and show thatséhe€an, in general, not be ranked
unambiguously. The main problem they identify isttithere are three different types of
individuals that matter for the equity dimensidme immobile unskilled in the two regions but
also the mobile skilled individual. For one equiiilm to be better than another one needs that
the three types gain. Our setting is more easyrehans of our mobile factor (capital) is
shared equally among all unskilled individualshe two regions. In our case we only have to
compare the real income of the unskilled in botliaes. Of course one can object to a policy
prescription that maximizes a simple sum of reabmes. This is a valid objection when no
redistribution is possible between regions or whea objects against the interpersonal utility
comparison as such. We show later (cf. Sectionl®@) a higher weight for the poorer region

affects the results.

Since a sharéd of the population is in the center (atiedt @ in the periphery), the welfare

function in the economy is then given by:
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W =6V, +(1-6) \},

W=0] K (g +0(1-2)) ™ | +(2-6)] K™ (@A +a( 1-2)) |

We look for the value1® that maximizes the welfare function:

max - rr}a{v\/:e[(%m%( H))‘”"}( w)[(wABAwBB( H))_ﬂ}

The first order condition gives us the followinguwex
(20) A0 = P~ Pre ’
(%B _¢AB+¢)AA_(¢)AB

(1—9)(%—%)}@
9(¢AA - ¢7AB) '

where ¢ = l:

We can note that- 8 < ¢ <1, and as a consequenc¥:[J[0,1]. The proof of these properties

is relegated to Appendix 3.

3.3. Comparison of the optimal and equilibrium vales of the shares in industrial

activity

The question here is whether the concentratioméncenter is too high when the regulator
doesn'’t intervene. To answer this question, we roastpare the equilibrium valug®™ and

the optimal valuer®. Recall that:

AEd = e, + ODre ~ Pre
e~ Prs Paa~ Pas

and that :

10 = Z%B + “Drs _
wAA_¢AB+Z(¢BB_¢AB) ¢AA_¢AB+Z(¢ ss ¢ AQ:

After some calculations (see Appendix 5), it canshewn that1®® > A°. The results are

summarized in:
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Proposition 3: At equilibrium, when intraregional transport coatge higher in the periphery
than in the core, and interregional costs are highan intraregional costs, the spatial
concentration of industrial activity in the centsr too high compared to the first best

optimum.

That the spatial equilibrium leads to a higher @miation than the first best optimum can
easily be understood. In fact, without any intetiamn there is a kind of “snowball effect”
(the expression was first used by Myrdal in 1956r a given level of infrastructures, the
center will attract firms. With these new firmsetimarket potential of the central region will
increase, attracting more firms and so on... If maghs done by the regulator, there will be a
concentration of firms in the center that will hghrer than the first-best optimum.

What would become of Prop. 3 when one gives a higleght to peripheral citizens and
there would be no lump sum redistribution possitneno efficient bargaining between the
two regions? In Appendix 4 it is shown that a higiveight to peripheral citizens decreases
the value of the optimal share of industry in tleater. This is obvious since, giving a higher
importance to peripheral citizens, the concentratb firms in the center reduces the price

index in the periphery.

In order to improve total welfare, the concentnatad firms in the center should be reduced.
This means that the government must intervene o &svor the transfer of firms from the

center to the periphery.

3.4. Policies to reach the optimal location : theale of road pricing

In order to decentralize the social optimunit, we will use a set of incentives. In principle
one could use different instruments; the regulatmuld tax the firms in the center and/or
subsidize the firms in the periphery. Here, we fooun instruments that tax or subsidize the
use of transport infrastructures. This can be wtded as a form of road pricing or as a
shadow cost used to compute the optimal size déréifit transport infrastructures. These

incentives will allow us to match® and A59.
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The intuition is clear from the outset, we will leato tax the use of the interregional road, tax
the use of the intraregional road in the centef@nsubsidy the use of the intraregional road
in the periphery. The question is then to knowgtexise value of these taxes or subsidies.

3.4.1. Taxation of the use of the interregional road

We want to tax the interregional infrastructureisTts equivalent to reducing the value of

@, Which is the “freeness of trade”. To do this, wdlwook for the valuet such that
(ADAB =@ —trs - We want to reach the valug, so we look fort, that solves :

(1_ 0)(%8 _&AB)&AB+0(&AB_¢AA) 7 -

(C”AA_EDAB)(EDAB_%B) &

After some calculations, and solving the polynorfuaction in (}AB, we find :

@1) - 10 (1000 (0- AT 01010, - 200,40°-0)0*+6-1)

1
2(6+A4°-1)
Two remarks are in order:

Remark 1:Froqu0AB, we can find the value df;.

Remark 2 Reducing the value ofg,; to ¢ —t is equivalent to increasing the iceberg cost

from 7,5 to 7,5 +k. The value ofk is then given by the following expression:

1

k= (¢AB _tAB)E e

3.4.2. Taxation of the use of intraregional infragucture in the center

We want to tax the use of intraregional infrastnuetin the center. This is equivalent to

reducing the value of,,, which is the “freeness of trade”. To do this, wil look for the
value t such that EaAA:quA—tAA . We want to reach the valug’, so we look fort, that
solves:

(1-6) (¢hs = Prs) 25+ 005~ P P _

(EpAA - (DAB) (¢AB - (DBB) &
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After some calculations, and solving the polynorfuaiction in (AUAA, we find

A 1-0)(%s ~ 0ae)?,
(22) Dan = Pos + B~ YaB)¥B
i e A (¢7AB - %B) + 9¢BB

And the above remarks become:

Remark 1From &JAA, we can deduct the value gf,.
Remark 2 Reducing the value of,, to @, —t is equivalent to increasing the iceberg cost

from r,, to 7,, +k. The value ofk is then given by the following expression:

1

k=(@n— 1)1 =T pn

3.4.3. Subsiding of the use of the intraregional ed in the periphery
We want to subsidize the use of the intraregionédastructure in the periphery. This is

equivalent to increasing the value @f;, which is the “freeness of trade”. To do this, wi#é

look for the value of the subsidysuch thatgaBB = B + Spp-

We want to reach the valu¥, so we look forg',, , that solves:

(1_6)(&88 _¢A5)¢A3+e(¢AB_¢A,a) A¢BB

o =A°.
(wAA - (0/-\3) (¢AB - (”BB)

After some calculations, we obtain:

— /10¢AA¢AB + ¢72AB(1_ 0_/]0)

(23) Do = - . .
E (1A + (A1 -0)g,

Remark 1 From 2038, we can deduct the value sf; .
Remark 2: Increasing the value af,; to @, +s is equivalent to reducing the iceberg cost

from 7, to 7,5 —K. The value ofk is then given by the following expression:

1
K=Trgg _(¢BB + SBB)l_g -

We have developed a set of incentives such thagddibrium will be the optimal one. To

do this, we focused on road pricing. One can rahehoptimum in three different ways:
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taxing the use of the interregional infrastructutaxing the use of the intraregional
infrastructure in the center or subsidizing the ogdhe intraregional infrastructure in the
periphery. Note that subsidizing the intraregiomdfastructure in the periphery does not
mean building a road. Indeed, the creation of tifi@structure is costly, while a subsidy is in
principle a mere transfer of resources that cosréetentives and is not consuming real
resources (except for the transaction costs). Wstiate our model below with a numerical

example.

3.4.4. A numerical example: Mozambique and Malawi

In order to illustrate the mechanisms of the moded, take a numerical example. Since
comprehensive data on interregional and intrareditnansportation costs for road transport
are difficult to gather, we use from UNCTAD (2004. their report, they calculate very
accurate values for transportation costs in Afridée take the example of two countries,
instead of two regions. This choice is mainly doehe availability of data, but especially
because it does not change anything concerningshigmptions and results. The two selected

countries are Mozambique (the center) and Malavé fteriphery).
First, we must calibrate our model. To do so, wéchmaeal data with the various parameters
we use in the model. Table 1a displays valueshi®icentral country, whereas table 1b does it

for the periphery.

Table 1a. Numerical values for the parameters of Moambique

Region A — The core Mozambique
Population 19M
Share of the population 0.6
7]
Infrastructure quality 231
index
Gua 0.9
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Table 1b. Numerical value for the parameters of Mawi

Region B — The Periphery Malawi

Population 13M

Share of the population 0.4
1-6

Infrastructure quality index 204

A 0.79

Once these parameters have been calibrated, wesetuse values of other parameters, that
are not always known (for instanee). Others, like the interregional transportatiostcgan
be found in UNCTAD (2004) .

Table 2. Other parameters to run the simulation

Other parameters

w (wagea 1
o (elasticity of substitution) 6
Share of transport cost in the price 22%

of goods sold in the other region

Iceberg costr g 1.28
Gs 0.29
H 0.6

Note that several values have been tested forl#stiaty of substitution, and they do not

change dramatically the results. We can now comihgespatial equilibrium and the spatial

optimum. It is interesting to note that the simethspatial equilibrium 4 =0.75) is very

close to the real valuel(=0.74).

Table 3. Spatial equilibrium and spatial optimum

Spatial equilibrium and optimum

Spatial equilibriumA &
Intermediate parametet
Optimal concentratiom®

0.75
1.59
0.69
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As predicted by Proposition 3, there is a signiftadifference between the spatial equilibrium
and the optimal concentration. The next step atoulate the values of the different taxes or
subsidies to reach the optimal concentration.

Table 4. Optimal taxes and subsidies on use of irg#structure to reach the optimum and
their impact on the transportation costs

Road pricing to reach the equilibrium

Optimal @\ 812
Optimal taxt,, '

Optimal g 83(9)
Optimal taxt,g '

Optimal ¢/g\B 8%

Optimal subsidys,,

From these new values of transportation costs, ave deduct the impact on the product

prices:
Table 5. Impact of taxes on transportation costs
Share of the transport cost in the price of a shipgd Before tax After tax
product
Interregional 22% 27%
Intraregional in the center 2% 6%
Intraregional in the periphery 4% 2%

This numerical example illustrates the differentuea predicted by our model. The values of
the various taxes or subsidies are not unreali$tiese numerical simulations confirm that
the predictions of our model are in line with theedretical results. At equilibrium, the
concentration of activities in the center is toghrhand the use of interregional road taxes can
restore the optimum.
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CONCLUSION

If a whole literature has studied the impact omsg@ortation costs on the geographical
distribution of activities, this paper is among thest to analyze the specific roles of

interregional and intraregional transport costsnfla normative point of view .

Several conclusions can be drawn from this papest, Rhe improvements of the different
categories (interregional/intraregional) of infrastures have different effects on industrial
location. We confirm Martin and Rogers (1995), Mart1999) and Baldwin & al. (2003)

analysis: if the decision maker whishes to use ttlamsport policy to reduce regional

inequalities, then s/he must improve the qualityhef peripheral intraregional infrastructure.
The second conclusion follows from the normativalgsis. Indeed, we show that the spatial
equilibrium is far from being Pareto optimal. Witli@any intervention, the spatial equilibrium
will lead to a concentration of firms in the centleat is too high. The third result is that it is
possible to use tax and subsidy instruments sucbaakpricing to reach the optimal share of

firms in the center.

Yet, this model could be improved in several wdyisst, it was designed in such a way that
interregional and intraregional transportation sosere independent. In reality, matters are
more complex and intraregional infrastructures mnafject directly the interregional
transportation costs. These network effects mustaken into account if we want a more
realistic view of the effects of infrastructures iodustrial location. Second, the introduction
of congestion costs within regions would probabiyeginteresting results. As it was
explained by Lafourcade and Thisse (2011), congesttosts moderate the spatial
polarization of activities. In our model, they wduaffect strongly the optimal taxes and
subsidies. With these improvements, future resealiolws to understand more properly the
dynamics of spatial activities.
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Appendix 1. Proof of Proposition 1

We want to prove thag,, < (1-6) ¢, then A 0[0,1]

Proof of A >0
We know that:(@, = @) (@as = Pes) <0. If A >0, then we must havi¥ <0. Let's prove it

by contradiction. If¥ >0, then we have

Y= (1_ 9) (%B - ¢AB) Puet 5(¢AB_ (”M) @ge> 0
< (1_ 9)(%8 _¢AB) P> ‘9(¢AA_ ¢AE) Pep

Sincel-6<68 and @, — @,z < Pan— @, @Nd sincegy,; < ¢, the previous line ca not be true.

This means tha¥ <0, and ther =0.

Proof of A<1
We know that{ g, = @as) (@as = Pes) <O. If A <1, then we must have :

(1_ 0)(%3 _¢AB) Pt 0(¢)AB_ ¢AA)¢)BB> (¢) Mm@ Aé((‘) A8 @ B)a
< (1_9)(%5 _¢AB) ¢AB+(¢AB_ ¢AA)[‘9¢BB+¢AB_¢ B]3> 0.

Since(1-6) (s — @) > 0 and (@ = @an) <O, We must havedg,, + @ — P <0 which is

true if g <(1-6) @ -

Proof that if @ >(1-6) @, then 1>1

We know that{ @, = @) (@as = @es) <O. If A >1, then we must have:
(1_0) (%B _¢AB) Pt 0(¢AB_ (”M) P < ((” VL4 AQ((” A @ B)s
< (%B _¢AB)(¢7AA_ ‘9¢7AB) < 9(¢7AA_¢7A9¢7 BB

Sincegg > (1-6) @, then-g@, <(0-1) @, , SO we have

(%B - (”AB) ((”AA_ 9¢AB) < 6¢BE(§0 AN 0(” AQ-
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Moreover, we can note thaig, — 6., <6(@u—@as) - SO we can conclude that we have:

(s = Ons) (Pan— OPs) < O(@ ps= @ 29 @ & Which means that i@, > (1-6) gy, thenA >1 .
Appendix 2. Proof of Proposition 2

Impact of ¢, : Improving the quality of the interregional indteucture is like an increase in

Dre -
04 — [(1_0)(%8 - 2¢AB) +9¢BB:|(¢AA_ COAEJ(CUAB_CUBQ —‘P[(l) 4 BB_2¢ A]B
0@ [((DAA_(”AB)((”AB_wBB):'Z
We have: 0z > 0if the condition 24 > 2g is respected (which always holds with our

a¢AB ¢)AB
assumptions). Using this hypothesis, we observettieimprovement of the infrastructure

between regions will strengthen the concentratiothé center.

Impact of @, : We measure the effects of an improvement of itfuatures in the center.
We expect that it will lead to a higher concentmatin the center.

0/ _ _H%B[wAA_wAB][wAB_wBIJ ~[@ e @ ebY
2
0%an [(¢AA - ¢AB) (¢AB_ ¢BB)]

02

Drn

We obtain:

> 0. As predicted, we conclude that the higher qualitynfrastructure in

the center will increase the concentration.

Impact of ¢, : Since the other actions on infrastructures hastédea higher concentration,

we expect that the reduction of transport costhénperiphery will lead to a reduction of the

concentration in the center.
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0A [(1_ 9) Dt 9(¢AB - ¢AA)][§0AA_ quE] [¢AB_ @ Bg +[g % A]3lIJ

a%s [((pAA_(oAB)(wAB_wBB)]Z

We find that 2%
0@,

quality of infrastructure in the periphery will ldo a relocation of firms from the center to

<0 if we haveg,; >8p,, (which holds with our hypotheses) .The better

the periphery.
Appendix 3. Remarks concerning the value o

First, we want to show thad< ¢ <1

We can rewrite/ as:

_1 -1

e(wAA - ¢AB) Dan

Since0<Q <1 and g, < @,,, we can conclude thab< ¢ <1.
Second, we want to show that>1- 6

Let’s prove it by contradiction. Then we make tlypdihesis thal-6 > ¢ .

So we must have:
-1

(1—8)(@3—%)}@1 [ (6o - 0) }
1-6 - 1-6> (1-g | 1% _The)
>|: g(wAA_¢AB) > )a ‘9(¢AA_¢AB)

1

- o [l
(%B - ¢AB)

1 1
- +1

! =7 1 and sinceD< 1-6 <1 then we have (1-6)*** > (1-9)™*** .
au+l o-1-u

Since

We can then rewrite the inequality:

1
(1_9)a:+1 S |:9(¢AA _¢AB):|W+1 -1-8> ‘9(¢AA_¢AB) - 1> e(¢AA_¢AE) .
(%B _¢AB) (¢BB_¢AB) (1_ e)(¢BB_¢A9
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And this is false. So by contradiction, we canttet1-0 < ¢
Third, with 1-8 < ¢ <1, then we havel® (J[0,1]

We know thati- 8 < ¢ . Since we have shown thfl-6) @, > @,;, We now have:

(B > D

This allows us to say that:

i°= oo ~ P 0[0,4].
(%B ~@s T Oan _{quB

Appendix 4. Impact of the weights on the optimal vime of industry share

We want to assess the impact of the weights indta utility function on the optimal value
of the industry share. To do this, we normalizewlegght for region A to 1 and give a weight

n to region B. This way, the indirect utility funohi to be maximized is then:

W =6V, +(1-6)n\,

max - n}w{w =9[(¢)AA/1 + g H))"’”}( }6)/7[(%/1 + G 1/1))_(]#}}

The first order condition gives us the followinguwex

10 =— Z%B_%B _
Z%B ~ D +¢AA_Z¢AB

n (1_ 9) (%B - ¢AB) :laﬂil
9(¢AA _¢AB) .

where :{

(0]

It is easy to show thag£ < 0. Moreover, one can prove th%/t‘?— >0 . Knowing the signs of
U

these two derivatives, we can then conclude thaherease irvy; will lead to a reduction of

A°.
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Appendix 5. Proof of Proposition 3

The spatial equilibrium is given by the valué®:

Ea = (1_ 6) ((DBB B (DAB) Pt 6(¢AB_ ¢AA) Peg
((pAA - (DAB) ((DAB - (DBB)

AEd = e + O0re ~ Pre )
G~ P Pan™ P

We want to compard = with the optimal share of firmg° that can be rewritten as:

20 = Z%B + ~Ons
On~Pust Z(¢BB_ ¢AB) D pn= @ nst {(p gs @ Aé

First, we can compare the second parts of the toumatens. Since’((pBB—(pAB)>O and
¢,; >0, then we can observe that:

OPus — s > 'z _
Oa=Pre P~ Pret{ (@@ a9

Second, we want to compare the first parts of thetons. Let's prove by contradiction that

s e
Bp =P Pan—Past Z(¢)BB_ @ AQ

To do so, we make the hypothesis that:

0%5 < Z¢’BB
B~ Pas ¢AA_¢AB+Z(¢7BB_¢AQ

This would mean that :

6] Pon~ Pra* { (Poo= Pas) | < (Pe— @
‘:"9(¢7AA_¢7AB)+Z(9 )((058 ¢7AB)<0

- 0(¢AA_¢AB)
(1_ 0) (%B - ¢AB)

= 1<{.

<¢
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This is a contradiction since we know tltat ¢ < 1. So this means that we have:

Oms (o |
B~ Png Pan=Pas™t ((¢)BB_ @ AQ

These two inequalities lead us to the conclusiait thF? > 2°.
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