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Abstract

We propose a novel method for structural production analysis in the presence of

unobserved heterogeneity in productivity. Our approach is intrinsically nonparametric

and does not require the stringent assumption of Hicks neutrality. We assume cost min-

imization as the firms’ behavioral objective, and we model productivity as a factor on
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which firms condition their input demand. Our model can equivalently be represented

in terms of endogenously chosen latent input costs, which avoids an endogeneity bias

in a natural way. Our empirical application to unique and detailed Belgian manufac-

turing data shows that our method allows for drawing strong and robust conclusions,

despite its nonparametric orientation. For example, we confirm the well-documented

productivity slowdown, and we highlight a potential bias when using a common-scale

intermediate inputs price deflator in the estimation of productivity. In addition, we

provide robust empirical evidence against the assumption of Hicks neutrality for the

setting at hand.

Keywords: productivity, unobserved heterogeneity, simultaneity bias, nonparametric

production analysis, cost minimisation, manufacturing

JEL: C14, D21, D22, D24.

1 Introduction

Existing empirical analyses of the heterogeneity in firms’ production behavior usually rely on

the debatable assumption of Hicks neutral technical change and impose stringent parametric

structure on the production processes under study. In this paper, we propose a novel method

for structural production analysis that is intrinsically nonparametric and does not impose

Hicks neutrality. Our method is operationalized through linear programming, which makes

it easy to use in practice. Moreover, it is flexible and can be tailored to address specific

empirical challenges for the production setting at hand. Our empirical findings for Belgian

manufacturing firms generate informative conclusions, despite our nonparametric set-up. For

example, we document a productivity slowdown since the early 2000s, and we provide strong

empirical evidence against the assumption of Hicks neutrality.

Research question. The increasing prevalence of firm heterogeneity in global sourcing

(Antras and Helpman (2004)) and input cost shares changes (Autor et al. (1998), Autor

et al. (2003), Autor et al. (2020) and Kehrig and Vincent (2021)) lies at the heart of the

industrial policy debate. Paradoxically, these phenomena are excluded by construction un-

der the assumption of Hicks neutral technical change. The few empirical production studies
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that do relax this assumption typically rely on a specific parametrization of the production

technology or impose a common structure on the factor bias across firms.1 However, as one

may expect, both empirical evidence and economic theory show that there can be firm het-

erogeneity in factor biased technical change (see, e.g., Acemoglu et al. (2015) and references

therein), which –evidently– makes an a priori parametrization difficult.

In a series of seminal papers, Afriat (1972), Hanoch and Rothschild (1972), Diewert

and Parkan (1983) and Varian (1984) proposed an intrinsically nonparametric approach to

address the identification of production functions.2 It recovers the production possibilities

directly from the data and avoids functional specification bias by not imposing any (non-

verifiable) parametric structure on the production technology. Its identifying power comes

from a structural specification of the firms’ objectives that underlie the observed production

behavior.

Despite this conceptually appealing starting point, the more recent literature on the

identification and estimation of production functions has largely ignored this nonparametric

alternative. We interpret this lack of attention as principally originating from the fact that

the existing nonparametric methods are unable to deal with heterogeneity in unobserved

productivity. The importance of effectively dealing with unobserved productivity is by now

well-established in the literature (see, e.g., the reviews of Syverson (2011) and, more recently,

De Loecker and Syverson (2021)). Basically, incorporating unobservables in the empirical

analysis is a prerequisite to account for endogeneity between input choice and unobserved

productivity. This endogeneity issue was first pointed out by Marschak and Andrews (1944),

and originates from the fact that a firm’s productivity transmits to its optimal input choices.

It implies that standard OLS-type estimation techniques will suffer from a simultaneity bias

(see also Olley and Pakes (1996) and Griliches and Mairesse (1998)).3

1See, e.g., the recent study of Doraszelski and Jaumandreu (2018), which parametrizes the labor augment-
ing technological change next to the Hicks neutral technological change in a constant elasticity of substitution
(CES) framework.

2We refer to Grifell-Tatjé et al. (2018) (and references therein) for a recent review of alternative approaches
of productivity measurement that have been proposed in the Economics and OR/MS literature.

3The literature on the estimation and identification of production functions has paid considerable attention
to developing techniques that address this endogeneity problem. Notable examples include Olley and Pakes
(1996); Levinsohn and Petrin (2003); Wooldridge (2009); Ackerberg et al. (2015); Gandhi et al. (2020). A
main difference with our nonparametric approach is that the empirical implementation of these existing
approaches requires a (semi)parametric specification of the production technology.
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Methodological contribution. The principal aim of the current paper is to re-establish

the nonparametric approach as a full-fledged alternative for empirical production analysis.

To this end, we present a methodology that uses minimal assumptions to address identifica-

tion of unobserved productivity differences across firms and of productivity and cost share

changes over time. Specifically, we assume cost minimization as the firms’ behavioral objec-

tive and we model unobserved heterogeneity as an unobserved productivity factor, on which

we condition the demand for the observed inputs. This avoids the endogeneity bias in a

natural way, by explicitly accounting for the simultaneity between productivity and input

decisions in our structural specification of the firm’s optimization problem. We also provide

a novel and intuitive way to quantify unobserved heterogeneity in terms of endogenously

chosen latent inputs.

An attractive feature of our method is its empirical applicability. It is operationalized

through linear programming, which makes it easy to apply in practice. Moreover, in con-

trast to most production function estimators, it is based on gross output rather than on

value added, which makes that our methodology follows closely the theory of the firm.4 Fur-

thermore, as our methodology is not based on structuring the timing of (input) decisions, it

can be applied to both panel and cross-sectional data.

Importantly, our methodology is also flexible. It can be tailored to the specific empiri-

cal setting under study to effectively address empirical challenges that received substantial

attention in the literature. We will illustrate this versatility in several ways. First, our

approach only requires that the empirical analyst observes a single input price, while imper-

fectly observed price heterogeneity for the remaining inputs can be accounted for through

shadow pricing. See, e.g., Klette and Griliches (1996), Foster et al. (2008), De Loecker

(2011), Collard-Wexler and De Loecker (2016), De Loecker et al. (2016) and Grieco et al.

(2016) for discussions on the importance of price heterogeneity. Next, we customize our ap-

proach to the standardly used behavioral model that assumes dynamically optimizing firms

characterized by capital accumulation over time subject to (non-linear) adjustment costs

(see, e.g., Ackerberg et al. (2015)). Specifically, we can do so by assuming short term cost

minimization conditional on fixed capital levels. Finally, we address the issue of unobserved

quality in some output and/or input dimension by restricting the set of comparison firm

4See, e.g., Gandhi et al. (2020) for a comparison of gross output and value added production function
estimates.
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observations when evaluating cost minimizing behavior. For example, firms with both lower

market shares and lower output prices are removed from the set of comparison partners for

the firm observation that is evaluated, as economic theory predicts that these firms produce

a product of lower (subjective or objective) quality (see, e.g., De Loecker et al. (2016) and

references therein).

Application to Belgian manufacturing data. We apply our nonparametric method-

ology a uniquely rich data set on highly internationalized Belgian manufacturing firms that

covers the period 2002-2014. Using detailed quantity and price information on both the input

and output side of production, we study the micro-dynamics of quantity-based productivity

and input usage (including latent inputs) while addressing the empirical challenges indicated

above. Our output equals gross output, and we distinguish between foreign sourcing, do-

mestic sourcing, service sourcing and wholesale, retail and energy expenditure as inputs. As

discussed in Duprez and Magerman (2018) and Bernard et al. (Forthcoming), a distinguish-

ing feature of our data set is that no common-scale intermediate inputs price deflator has to

be used.

Our application shows that our method does allow for drawing strong and robust con-

clusions, despite its nonparametric orientation. For the period under study, productivity

growth and the cost share of latent input costs is non-increasing over time, which is in ac-

cordance with the well-documented productivity slowdown in manufacturing since the early

2000s (see, e.g., Syverson (2017)). In addition, we document technological change in favor

of the use of intermediate inputs. Even when taking latent inputs into account, we find that

the share of (particularly foreign) intermediates is increasing, in line with the recent trend

towards outsourcing and offshoring. As price changes cannot explain these identified cost

changes, we see this as strong empirical evidence against the assumption of Hicks neutrality.

Lastly, we highlight a potential bias when using a common-scale intermediate inputs price

deflator in the estimation of productivity, especially when the focus is on the linkage between

production and internationalization. The difference between productivity change estimates,

with and without decomposed firm-year intermediate input price and quantity information,

correlates significantly with the changing intensity of capital usage and foreign sourcing.
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Outline. The remainder of this paper unfolds as follows. Section 2 presents our novel

methodology for nonparametric production analysis with unobserved heterogeneity. Sec-

tion 3 motivates our application to Belgian manufacturing firms, and discusses the input

and output data that we use. Section 4 presents our main empirical findings. Section 5

concludes and discusses possible avenues for follow-up research. Appendix A provides addi-

tional discussion (including proofs) of our main theoretical results, and Appendix B presents

a Monte Carlo simulation exercise. The Online Appendix presents extra details regarding

our empirical application.

2 Methodology

We begin this section by considering a basic specification of the firm’s optimization problem

with variable inputs and complete input price information, to subsequently establish the

associated nonparametric characterization of optimizing firm behavior under productivity

heterogeneity. This will pave the way for introducing our concept of a productivity factor

to empirically identify differences in productivity between firms. In most cases, the empir-

ical analyst is confronted with dynamically optimizing firms that accumulate capital over

time under adjustment costs. Therefore, in a next step we show how we can modify our

basic identification strategy to apply to the behavioral model of short run cost minimization

with fixed capital usage. We then proceed by indicating how to impose Hicks neutrality in

our characterization of optimizing behavior. This will allow us to investigate the empirical

validity of this assumption in our following application. We conclude this section by dis-

cussing a number of specific issues that pertain to applying our nonparametric methodology

to empirical data. Particularly, we explain how we can account for (small) deviations from

“exactly” optimizing behavior in empirical applications by using a nonparametric measure

of goodness-of-fit, and we indicate how we can sharpen identification by imposing additional

structure on the unknown input prices. Appendix B contains a Monte Carlo simulation that

shows the finite sample properties of our novel methodology. In this simulation, a particular

focus is on evaluating the empirical performance of our methodology with and without the

assumption of Hicks neutrality.
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2.1 Production with heterogeneity in productivity

In our basic specification, firms’ production levels depend on observed inputs, as well as on

unobserved productivity. Formally, we assume a production function F that defines:

Q = F (V, Ω),

with Q ∈ R+ the output, V ∈ RM
+ a M -dimensional vector of flexible and freely adjustable

observed inputs, and Ω ∈ R+ a single-dimensional measure of the unobserved productivity

heterogeneity in the production process across firms. The assumption that unobserved pro-

ductivity differences are one-dimensional follows the standard practice in the literature (see,

e.g., Olley and Pakes (1996), Levinsohn and Petrin (2003), Wooldridge (2009), Ackerberg

et al. (2015) and Gandhi et al. (2020)). A useful implication is that it allows for a trans-

parent empirical analysis of heterogeneity patterns, as we will demonstrate in our empirical

application.

Generally, we can interpret the unobserved Ω in two ways.5 In the first interpretation,

Ω falls beyond the firms’ control and stands for external drivers of productivity and random

productivity shocks. For instance, firms with higher Ω have access to better technologies,

thereby increasing their output F (V, Ω) for the same level of observed inputs V. Alterna-

tively, we can also interpret Ω as a latent input, which implies that it is optimally chosen by

the firm. This interpretation includes all factors under the control of the firm that influence

productivity, such as managerial input and information technology. Importantly, while the

two interpretations are clearly distinct, we will show that the associated models of optimizing

firm behavior are empirically equivalent in terms of their nonparametric testable implica-

tions. As a result, our following characterization of optimizing behavior does not depend on

the specific meaning that is attached to Ω.

Throughout, we assume that the function F is strictly increasing, continuous and quasi-

concave in (V, Ω). In addition, we postulate that the production technology is characterized

by a parameter γ that defines the returns-to-scale (RTS) associated with observed inputs

5See Syverson (2011) for a general discussion on alternative interpretations of productivity differences
that appeared in the literature.

7



(for the given unobserved productivity factor Ω), which means that, for all t > 0:

F (tV, Ω) = tγF (V, Ω).

To focus our discussion, we will impose a constant returns-to-scale (CRS) assumption in

what follows, which corresponds to setting γ equal to one. However, it is worth emphasiz-

ing that our theoretical arguments are easily generalized for alternative RTS assumptions.6

The CRS assumption is usually motivated by a replication argument: if one doubles all the

observed inputs, one can always double the output given the latent input. In our empirical

analysis, we only impose CRS within a specific firm size category, as productivity hetero-

geneity is analyzed for each firm size category separately. This effectively implies that we

(only) assume CRS to hold “locally” (i.e., for the given firm size), so avoiding the “global”

CRS postulate, which –admittedly– may seem overly strong in many practical settings.

Importantly, imposing some RTS assumption (by specifying γ) is crucial for obtaining

nonparametric identifying restrictions in terms of observed input and output. It can be veri-

fied that our assumption of cost minimizing behavior with latent input would define vacuous

conditions for rationalizable production behavior (as specified in the following Definition 1)

if we put no structure on the RTS of the production technology. Intuitively speaking, we

obtain this “negative” conclusion by setting the cost of the latent input sufficiently high, so

that the observed input does not generate meaningfully testable implications associated with

cost minimization for the observed output.7 Essentially, our RTS assumption disciplines the

latent cost structure in a way that excludes such a trivial rationalization of the observed

production behavior.

2.2 Cost minimizing production behavior

Throughout, we assume that firms are price takers in the input market and we impose no

structure on the form of the output market. As shown by Carvajal et al. (2013, 2014), it is

possible to impose alternative (e.g., Cournot or Bertrand) structures on the output market

in our advocated nonparametric framework. In our following analysis, we purposely do not

6In Online Appendix D, we show that our main results are robust for moderate changes of the RTS
assumption.

7Compare with Varian (1988), who formalized a similar argument in a consumption context.
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impose any such assumption, so showing that our identification results are independent of

the output market form.

Let W ∈ RM
++ be the price vector for the observed inputs. Our above two interpretations

of the heterogeneity factor Ω yield two different models of optimizing firm behavior. First, if

we assume that Ω is beyond the firm’s control, then the firm solves the optimization problem:

min
V

W′V s.t. F (V, Ω) ≥ Q (OP.I).

That is, the firm’s input choice V is conditional on the unobserved factor Ω. Second, if Ω

is a latent input factor that is chosen by the optimizing firm, then this firm solves

min
V,Ω
{W′V + ΓΩ} s.t. F (V, Ω) ≥ Q, (OP.II)

for Γ ∈ R++ the unobserved price of Ω. In both scenarios, the simultaneity bias is absent by

construction, because either the (observed) inputs V are optimally chosen conditionally on

the unobserved Ω or, alternatively, these inputs are defined simultaneously with the latent

input Ω.

We demonstrate the empirical equivalence of optimizing behavior in terms of (OP.I) and

(OP.II) by establishing the associated testable implications. To this end, we assume to

observe a data set

S = {Wi,Vi, Qi}i∈N ,

with Wi ∈ RM
++ the observed input prices, Vi ∈ RM

++ the observed inputs, and Qi > 0 the

observed outputs for a set of |N | firm observations. The data set can be a cross-section, a

time-series or, as in our own empirical application, a panel with firm observations specified

at the firm-year level. The set S contains all information on observed production behavior

that is used by the empirical analyst. In principle, it is possible to integrate in our set-up

extra information on indicators that are (assumed to be) correlated with the unobserved

technological heterogeneity (e.g., R&D investments). Again, we intentionally restrict to our

minimalistic setting to show the generality of our identification results.

The functional form of the production function F is unknown to the empirical analyst.

Our nonparametric method basically checks whether there exists at least one specification of
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F that represents the observed firm behavior in terms of the optimization problems (OP.I)

and (OP.II). If such a function exists, we say that the data set S is rationalizable in terms

of (OP.I) and (OP.II).

Definition 1. Let S = {Wi,Vi, Qi}i∈N be a given data set. S is (OP.I)-rationalizable if

there exist numbers Ωi ∈ R++ and a strictly increasing, continuous and quasi-concave pro-

duction function F : RM+1
+ → R+ which is CRS in V and such that, for all firm observations

i ∈ N :

Vi ∈ arg min
V

W′
iV s.t. F (V, Ωi) ≥ Qi.

The data set S is (OP.II)-rationalizable if, in addition, there exist prices Γi ∈ R+ such that,

for all firm observations i ∈ N :

(Vi, Ωi) ∈ arg min
V,Ω
{W′

iV + ΓiΩ} s.t. F (V, Ω) ≥ Qi.

The following proposition states that (OP.I)-rationalizability and (OP.II)-rationalizability

generate exactly the same nonparametric testable implications for a given data set S.

Proposition 1. Let S = {Wi,Vi, Qi}i∈N be a given data set. The following statements are

equivalent:

(i) The data set S is (OP.I)-rationalizable;

(ii) The data set S is (OP.II)-rationalizable;

(iii) There exist Ωi ∈ R++ and Λi ∈ R++ that satisfy, for all i, j ∈ N , the inequalities:

ΛjW
′
jVj +Ωj ≤ ΛjW

′
j

(
Qj

Qi

Vi

)
+Ωi.

Appendix A contains the proof of Proposition 1. To sharpen the intuition behind con-

dition (iii), we start from the observation that the input bundle (Vi, Ωi) can produce the

output Qi. Then, it follows from our RTS assumption that, given Ωi, the rescaled input bun-

dle
Qj

Qi

×Vi must be able to produce the output level Qj. Under (OP.II)-rationalizability,
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the cost of using this last input combination at the prices (Wj,Γj) equals:

W′
j

(
Qj

Qi

Vi

)
+ ΓjΩi.

On the other hand, cost minimizing production behavior (as specified in (OP.II)) also requires

that, at the prices (Wj,Γj), the input bundle (Vj, Ωj) produces the output Qj at a lower

or equal cost. Thus, we must have:

W′
jVj + ΓjΩj ≤W′

j

(
Qj

Qi

Vi

)
+ ΓjΩi.

Using Λj = 1/Γj, then effectively obtains condition (iii) in Proposition 1. Interestingly, the

inequalities in condition (iii) are linear in unknowns (Ωi and Λi), which means that they can

be checked by standard linear programming techniques.

In Section 2.5 we show how the inequalities in condition (iii) of Proposition 1 can be used

in practice to specify values ofΩi that rationalize the data set S. Moreover, when interpreting

these numbers Ωi as representing latent input quantities, the associated numbers Λi give the

inverse of the corresponding shadow input prices (1/Γi). Interestingly, we can use this to

nonparametrically quantify productivity heterogeneity in terms of the latent input, which

we refer to as our nonparametric estimate of productivity. It readily follows from our above

discussion that Ω has a direct interpretation as capturing productivity differences. All else

equal, higher Ω values indicate that the same output can be produced with less observed

costs, which effectively reveals a higher (unobserved) productivity level.

As a concluding note, Appendix A provides a numerical example that illustrates the

testable implications in Proposition 1. It shows that our empirical conditions for cost mini-

mization with unobserved productivity differences can be falsified (i.e., have empirical con-

tent) even in a minimalistic setting with only two firm observations and two observed inputs.

Generally, the empirical bite of the conditions will increase with the number of observations

and observed inputs.
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2.3 Short run cost minimization

So far, we limited our discussion to statically optimizing firms choosing only flexible inputs

that are freely adjustable. In our empirical application, however, we will consider firms facing

a dynamic optimization problem in which capital is a dynamic input that is accumulated

via investments and characterized by adjustment costs. We next show how to adapt our

previous reasoning to this modified setting. For the sake of brevity, and because we believe

the required extensions are straightforward, we will not explicitly state the formal analogues

of Definition 1 and Proposition 1.

The relevant production function becomes:

Q = F (V, K,Ω),

where V is again a vector of variable inputs that are freely adjustable by the firm (such as

labor and intermediate inputs) and K denotes capital stock which may face adjustment costs

and is fixed in the short run. Once more, we assume CRS on the observed inputs, meaning

that, for all t > 0,

F (tV, tK,Ω) = tF (V, K,Ω).

Like before, Ω and F are unobserved by the empirical analyst. Thus, for a set N of firm

observations, we now have a data set:

S = {Wi,Vi, Ki, Qi}i∈N ,

with Ki > 0 the observed capital stock for each firm observation i ∈ N .

For the given data set S, we can define the analogues of the rationalizability requirements

in condition (iii) of Proposition 1 in a similar way as before. From the observation that the

input bundle (Vi, Ki, Ωi) can produce the output Qi, our CRS assumption implies that the

rescaled input bundle

(
Qj

Qi

×Vi,
Qj

Qi

×Ki, Ωi

)
can produce the output level Qj. Then,

short run cost minimizing production behavior requires that, at the prices (Wj,Γj), the

variable input bundle (Vj, Ωj), under fixed Kj, produces the output Qj at a lower or equal

variable cost. Fixed input K is together with V subject to a CRS assumption, limiting the
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comparison partners of observation j to the rescaled input bundle of observations i with
Kj

Ki

=
Qj

Qi

. For these comparison observations i, we obtain the rationalizability restriction:

W′
jVj + ΓjΩj ≤

Qj

Qi

(W′
jVi) + ΓjΩi.

Again using Λj = 1/Γj, we get that short run cost minimizing behavior is characterized by

feasibility of the inequalities:

ΛjW
′
jVj +Ωj ≤

Qj

Qi

(ΛjW
′
jVi) +Ωi, (1)

for all i, j ∈ N such that
Kj

Ki

=
Qj

Qi

. Once more, these inequalities are linear in unknowns,

making them easy to use in practice.

Obviously, limiting the comparison partners of observation j to the rescaled input bundle

of observations i with
Kj

Ki

=
Qj

Qi

is very data demanding. Therefore, in practice some approx-

imation is needed such that observations i with
Kj

Ki

≈ Qj

Qi

are considered. In our empirical

application, we select comparison observations via kernels with compact support, hereby

estimating the appropriate bandwidth size via leave-one-out least squares cross-validation.8

2.4 Imposing Hicks neutrality

In our following empirical application, we will also assess the empirical validity of the Hicks

neutrality assumption for the production setting at hand. To this end, we next present

the additional rationalizability restrictions that need to be satisfied under this assumption.

Particularly, we will introduce the restrictions that allow us to interpret Ω as equalling Hicks

neutral total factor productivity.

As a first step, we use that that imposing a Hicks neutral technology implies that Ω is

8This approach is in the spirit of conditional full-frontier measurement. See Daraio and Simar (2007) for
a methodological overview, and Dewitte et al. (2020) for an application of kernel weighting in the context of
nonparametric technical change measurement under moderate noise. See Online Appendix A for additional
discussion on this kernel-based conditioning method.
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multiplicatively separable. Formally, for any t > 0 we have:

F (V, K, tΩ) = tγ
Ω

F (V, K,Ω).

Then, when setting γΩ = 1, we obtain that Ω has the attractive feature that it equals total

factor productivity (i.e., the ratio of output over input):

Ω =
F (V, K,Ω)

F (V, K, 1)
.

Thus, a readily similar argument as above yields that Ω represents Hicks neutral total fac-

tor productivity (by using γΩ = 1) only if the data set S meets the following rationalizability

constraints:

ΛjW
′
jVj +Ωj ≤ ΛjW

′
jVi +

Qj

Qi

Ωi, for all i, j ∈ N with Kj = Ki,

where we treat V as variable input and K as fixed input, like before.

2.5 Bringing our methodology to data

We conclude this section by discussing three practical issues that pertain to the empirical

application of our nonparametric methodology. First, we show how we can account for small

deviations from exactly optimizing behavior by making use of a nonparametric goodness-of-

fit parameter. Next, we explain how we can use the testable conditions outlined above to

identify the unobserved productivity factorΩ. Finally, we indicate how to address incomplete

information on input prices.

Exactly versus nearly optimizing behavior. The rationalizability conditions in Propo-

sition 1 are strict: either the data set S satisfies them “exactly” or it does not. In practice,

it is often useful to allow for small deviations from exactly rationalizable behavior. Such

deviations may be due to (small) unanticipated shocks experienced by the firms or, alter-

natively, data imperfections (e.g., ill-measured input/output quantities or deviations from
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optimizing behavior).9 To include these possibilities, we define a nonparametric goodness-of-

fit parameter that has an intuitive economic interpretation in terms of departures from the

cost minimization hypothesis that we maintain as our core identifying assumption (see Afriat

(1972) and Varian (1990) for more discussion). By fixing our goodness-of-fit parameter at

a value close to (but different from) one, we can take account of observed behavior that is

close to (but not exactly) rationalizable in the sense of Definition 1.

More precisely, we increase the right hand sides of the inequalities (1) by using the

goodness-of-fit parameter θ (with θ ≥ 1), to obtain:

ΛjW
′
jVj +Ωj ≤ θ

(
Qj

Qi

(ΛjW
′
jVi) +Ωi

)
. (2)

Obviously θ = 1 yields the exact conditions in (1), while higher values for θ weaken the

rationalizability requirements. For a fixed value of θ, this defines restrictions that are linear

in the unknowns Λi and Ωi. We can use simple linear programming tools to check if there

exists a solution and, thus, to conclude if the data set is exactly rationalizable (when using

θ = 1) or nearly rationalizable (when using θ > 1).

Identifying productivity. The linear restrictions (2) will generally define a multitude

of feasible specifications of the unknowns Λi and Ωi. However, since our rationalizability

conditions are falsifiable (see Appendix A), we can use these conditions to recover lower

and upper bounds on these unknowns (i.e., set identification). To empirically evaluate the

importance of unobserved heterogeneity in firm productivity, a natural choice is to use the

specification that minimizes the average cost share of the latent inputs that are required for

rationalizability (as characterized in (2)) or, equivalently, that maximizes the role played by

9In fact, it is also possible to explicitly account for measurement errors in prices and quantities in our
nonparametric analysis. e.g., we may use the procedure suggested by Varian (1985) and Epstein and Yatchew
(1985), which is fairly easily adjusted to our setting. This complies with the more standard econometric
use of a minimum distance criterion. To facilitate our exposition, we will not consider this extension in this
paper. In the current context, measurement error in the output quantity can also be interpreted as reflecting
productivity shocks that are not anticipated by the firm. Our simulation exercise in Appendix B includes
output error and shows how our goodness-of-fit parameter θ incorporates this error.
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the observed inputs. This corresponds to minimizing the objective:

1

|N |
∑
i∈N

ΓiΩi

W′
iVi + ΓiΩi

=
1

|N |
∑
i∈N

(1/Λi)Ωi

W′
iVi + (1/Λi)Ωi

, (3)

subject to the linear restrictions (2). Clearly, the objective (3) is non-linear in unknowns. In

Online Appendix A we present a heuristic that approximates the solution of the minimization

problem while resolving this non-linearity. This heuristic allows us to use standard linear

programming techniques in our empirical analysis. Our Monte Carlo simulation in Appendix

B shows that our approach provides informatively precise identification of both the levels

and ranks of cost shares, even for moderately noisy data.

Incomplete information on input prices. The recent literature on the identification

of heterogeneity in firm productivity acknowledges that the empirical analyst’s information

on the flexible input prices is mostly partial (Klette and Griliches (1996), Foster et al.

(2008) and Collard-Wexler and De Loecker (2016)). Specifically, while wages are usually

observed, there is often incomplete information on intermediate input prices. To formalize

this setting, let V = [V 1, ..., V M ] denote the flexible input quantities and W = [W 1, ...,WM ]

the corresponding prices. We use that W 1 captures the observed wages and W 2 to WM the

unobserved intermediate input prices. We can then approximate the unobserved intermediate

input prices W 2 to WM by shadow prices that are endogenously defined.

Specifically, in (2) we use αmj = ΛjW
m
j for m = 2, ...,M . This obtains the restrictions:

ΛjW
1
j V

1
j +

M∑
m=2

αmj V
m
j +Ωj ≤ θ

(
Qj

Qi

(
ΛjW

1
j V

1
i +

M∑
m=2

αmj V
m
i

)
+Ωi

)
,

which remain linear in unknowns (Λj, Ωj and αmj ) for a given value of the goodness-of-fit

parameter θ.

In our following application, we will strengthen our identification analysis by imposing

observation-specific lower and upper bounds on the unobserved prices W 2, ...,WM . We will

ensure that the shadow prices are situated reasonably close to observed proxies Ŵ 2, ..., ŴM
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by using the parameter β (with 0 ≤ β ≤ 1), to specify the constraints (for m = 2, ...,M):

(1− β)Ŵm
i ≤

αmi
Λi
≤ (1 + β)Ŵm

i .

As a further strengthening, we will impose additional structure on the (shadow) price of

the latent productivity factor Γ . We will partition our sample N into subsets G capturing

observations of the same firm, and we assume that the price Γ is constant for all firm

observations i ∈ G, which gives the restrictions Λj = Λi for all i, j ∈ G.

3 Application set-up and data

Our empirical analysis makes use of a rich micro-level data structure on production networks

of Belgian manufacturing firms in the period 2002-2014. The data structure brings together

information drawn from four comprehensive panel-level data sets that all cover the respective

period: (i) the National Bank of Belgium’s Central Balance Sheet Office (CBSO) (ii) the

Belgian Prodcom Survey, (iii) the National Bank of Belgium (NBB) B2B Transactions data

set, and (iv) the International Trade data at the NBB. As described in detail in Dhyne et al.

(2015), Duprez and Magerman (2018), the resulting data set provides unique quantity and

price information on firms’ inputs and outputs. See Online Appendix C for more details.

On the output-side, our data set is based on the Belgian Prodcom Survey. As such,

we can measure productivity in terms of output quantities, yielding productivity estimates

with a technological interpretation that are free from demand structuring assumptions.10 We

use produced quantity of manufacturing goods as our output Q. By using output quantity

data, we avoid the issues that relate to revenue-based total factor productivity estimation.

Particularly, revenue-based estimates risk to not only include the pure technological features

of the firm (e.g., innovation, intangibles and managerial quality) and to be confounded by

potential influences from firm-level price setting behavior on the output market. See Klette

and Griliches (1996), Foster et al. (2008), De Loecker (2011) and De Loecker and Warzynski

(2012) for discussions.

On the input side, we use labor (in full time equivalents) and intermediates as flexible

10Recent studies that make use of the Belgian Prodcom database include De Loecker et al. (2014), Dhyne
et al. (2014), Forlani et al. (2016), Bernard et al. (2019) and Bernard et al. (Forthcoming).
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inputs (with quantities V and prices W). We define labor use V labor in terms of FTE’s em-

ployed and wages W labor as total labor costs divided by labor use. For intermediate inputs,

we only have imperfect proxies of intermediate input prices. In this respect, an important

consideration is that using industry-wide deflators for intermediate inputs, which is common

practice in the empirical productivity literature, implies vulnerability of productivity esti-

mates for confounding (imported) input price heterogeneity; see, e.g., Goldberg et al. (2010),

Halpern et al. (2015) and Duprez and Magerman (2018). Our detailed data structure there-

fore uses firm-to-firm linkages as included in the NBB B2B Transactions data set and the

International Trade data at the NBB, to provide a unique granularity on intermediate input

quantities and prices. In particular, we make use of a Theil-type Paasche price index to

disaggregate intermediate input information to the level of i) imported intermediates, ii)

domestically produced intermediates, iii) purchased services, and iv) wholesalers, retailers

and energy supply. As such, we obtain Ŵ imp, Ŵ dom, Ŵ serv, Ŵwholesale, V̂ imp, V̂ dom, V̂ serv

and Ŵwholesale.11

For all four intermediate inputs, we account for potential errors in the input prices by

using the method that we introduced in Section 2.5. We estimate intermediate input prices

as shadow prices that are endogenously defined, and we ensure that these shadow prices are

sufficiently close to the constructed intermediate input price indices by setting the parameter

β equal to 0.1.12

Next, we measure our fixed input capital K as tangible fixed assets, which we deflate

with a sector-year specific gross fixed capital formation (gfcf) deflator. Given the empirical

difficulties related to the measurement of capital and the associated implications for produc-

tivity estimation (see, e.g., Collard-Wexler and De Loecker (2016) and references therein), we

consider capital as a difficult-to-measure dynamic input, facing potentially non-linear adjust-

ment costs. As explained in the previous section, our empirical analysis builds on restrictions

for short term cost minimization that are conditional on (a ratio of) capital stock. In our

empirical implementation of these restrictions, we make use of kernel-based conditioning to

select comparison firm observations with similar (instead of exactly equal) capital stock to

11Imposing parametric structure within the subcomponents of the intermediate input indices does not
imply parametric structure on the production function Q = F (V,K,Ω) under consideration. See Online
Appendix B for a detailed discussion.

12Sensitivity analysis shows that our main results also hold when we assume that the intermediate input
prices are perfectly observed (i.e., β = 0). See Online Appendix D.
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output ratio. This kernel weighting approach also allows for limited mismeasurement of

capital stock.

To account for unobserved heterogeneity related to the size of production, we separately

apply our identification methodology to three firm size groups: small, medium and large

firms. We follow the European Union SME definition to characterize these groups.13 Within

each firm size group, we conduct our estimation for sectors with at least 250 firm observations.

Sectors are specified according to the NACE aggregates in the National Accounts system

(A64); see Table 1. Our sample contains 10,995 small firms, 7,601 medium firms and 1,180

large firms in total. Tables 1 and 2 provide summary information on the firms under study;

see also Online Appendix C for additional details. In line with the smaller sample size of the

raw data over time, Table 2 shows a decreasing sample size of the cleaned data over time.

Therefore, to control for the changing sample size, we will also provide the results of our

main regression exercises (reported in Tables 3 and 6 below) for a balanced panel in Online

Appendix D.

Table 1: Firm observations and firms per sector and firm size group
Small Medium Large

Sector Obs. Firms Obs. Firms Obs. Firms
16 - Wood and products of wood and cork, 655 149 309 58 – –
except furniture; articles of straw and plaiting materials
17 - Paper and paper products 441 88 315 56 – –
20 - Chemicals and chemical products 775 150 785 139 519 85
22 - Rubber and plastics products 765 151 597 114 – –
23 - Other non-metallic mineral products 806 203 647 117 – –
24 - Basic metals 323 85 372 75 – –
25 - Fabricated metal products, 1855 441 1021 211 – –
except machinery and equipment
26 - Computer, electronic and optical products 285 63 267 61 – –
27 - Electrical equipment 314 76 – – – –
28 - Machinery and equipment n.e.c. 745 166 425 92 – –
10-12 - Food products; beverages; tobacco products 1911 399 1667 294 661 120
13-15 - Textiles; wearing apparel; leather and related products 1432 358 819 167 – –
31-32 - Furniture; other manufactured goods 688 157 377 72 – –
Total 10995 2486 7601 1456 1180 205

13We define small firms to have labor quantity below 50, and either sales or total assets lower than or
equal to 10mln euro. Medium firms are defined to have labor quantity between 50 and 250, and either sales
lower than or equal to 50mln euro or total assets lower than or equal to 43mln euro. See ec.europa.eu/

growth/smes/sme-definition_en.
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Table 2: Firm observations per year and firm size group
Year Small Medium Large Total
2002 1276 738 94 2108
2003 1159 643 84 1886
2004 1145 641 88 1874
2005 1069 611 85 1765
2006 1045 592 100 1737
2007 953 592 100 1645
2008 718 576 93 1387
2009 746 554 79 1379
2010 658 569 95 1322
2011 573 565 96 1234
2012 610 547 100 1257
2013 522 470 80 1072
2014 521 503 86 1110
Total 10995 7601 1180 19776

Figure 1 summarizes the observed cost shares of the flexible inputs for small, medium

and large firms. For small firms, we document an increase in the cost share of foreign

intermediates of 35 percent, from 28.68 in 2002 to 35.84 in 2014.14 Domestic sourcing

reduced with 29 percent, while service sourcing and wholesale sourcing remained largely

constant, as we observe a modest decline of a bit more than 2 percent over the time span

under study. Further, the labor cost share experienced a decline of slightly less than 11

percent, from 23.82 in 2002 to 21.29 in 2014. For medium firms, the cost share changes

show a similar pattern, with a 18 percent increase in foreign sourcing, a 31 percent decline

in domestic sourcing, largely constant cost shares for servicing and wholesale expenditures,

and a decline of 9 percent for labor. Finally, while our small sample size makes us cautious

to interpret the cost share changes for large firms, we may safely conclude that the observed

cost shares remained fairly stable over the considered time span.

Cost share changes can be the result of within-firm changes or reallocation (see, e.g.,

the recent micro-analysis of labor revenue shares by Kehrig and Vincent (2021) for U.S.

firms). For the purpose of our paper and given the limitations of our sample in terms

14Our sensitivity analysis in Online Appendix D shows that the variable cost share changes are not driven
by differences in capital intensity.
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of representativeness for the population of manufacturing firms, we will mainly focus on

within-firm changes. We report regression results on the relationship within-firm between

variable cost shares and year of observation in Table 3.15 We notice a sharp within-firm

technological change in favor of foreign intermediates and against domestic intermediate

inputs in small/medium firms. In the period before the 08-09 financial crisis, the changes

in observed cost shares are most pronounced. In the pre-crisis period, input substitution

was also significantly against labor. For large firms, the subcomponents of intermediate

inputs show no significant change over time (at the 5 percent significance level) for the 2002-

2014 period. For these firms, we do notice a significant within-firm substitution in favor of

intermediate inputs and against labor.

All in all, our descriptive statistics show that variable input cost shares are changing

over time. Arguably, these changes cannot be explained by input price changes, which

highlights the importance of accounting for the possibility of biased technological change

when studying firm heterogeneity in productivity. This observation directly motivates the

empirical usefulness of our methodology, which is nonparametric and does not require the

assumption of Hicks neutrality.

As a final note, a main shortcoming of our data structure is that it does not include

information on quality. On the input side, we resolve this issue –at least partially– by using

firm-year disaggregate price information on intermediate inputs. On the output side, we

will account for product quality heterogeneity in our following analysis by excluding firm

observations with both lower output prices and lower market shares when evaluating cost

minimization of a given firm. This follows the argument of De Loecker et al. (2016) that it

are especially these firm observations that are expected to produce lower quality products

(corresponding to less costly production).

15The reported patterns remain unaffected when using endogenously defined shadow prices instead of
observed prices for the intermediate inputs. These regression results are available upon request.
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(a) Small

(b) Medium

(c) Large

Figure 1: Observed cost shares, totalling to 100 each year, over the time span 2002-2014
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Table 3: Within-firm temporal variation of the observed variable cost shares
All years (2002-2014) Pre-crisis (2002-2007) Post-crisis (2010-2014)

Small Medium Large Small Medium Large Small Medium Large
Dependent variable: Cost share labor

Year -0.0427* -0.00125 -0.241*** -0.412*** -0.408*** -0.391*** 0.0768 0.0919** 0.00795
(0.0232) (0.0242) (0.0435) (0.0391) (0.0414) (0.0689) (0.0515) (0.0428) (0.0639)

Constant 108.2** 24.52 498.0*** 848.7*** 840.0*** 800.0*** -132.8 -163.4* -2.256
(46.56) (48.60) (87.35) (78.45) (82.94) (138.0) (103.7) (86.10) (128.6)

Dependent variable: Cost share imported intermediates
Year 0.333*** 0.467*** 0.268* 0.699*** 1.199*** -0.296 0.555*** 0.0682 -0.0847

(0.0594) (0.0593) (0.136) (0.0992) (0.115) (0.321) (0.147) (0.106) (0.223)
Constant -635.4*** -900.0*** -495.2* -1,369*** -2,367*** 634.2 -1,083*** -98.72 212.8

(119.2) (119.0) (274.0) (198.8) (230.4) (644.1) (296.0) (213.8) (449.7)
Dependent variable: Cost share domestic intermediates

Year -0.371*** -0.413*** -0.141 -0.401*** -0.752*** -0.331* -0.147* -0.110 -0.208
(0.0402) (0.0428) (0.0904) (0.0688) (0.0889) (0.194) (0.0864) (0.0712) (0.298)

Constant 755.3*** 840.4*** 296.9 816.5*** 1,520*** 676.2* 305.9* 231.5 430.9
(80.69) (85.83) (181.5) (137.9) (178.3) (389.5) (173.7) (143.2) (599.4)

Dependent variable: Cost share services inputs
Year 0.0217 -0.115*** -0.108 0.0478 -0.0440 -0.0843 -0.121 -0.0282 0.159

(0.0378) (0.0418) (0.0848) (0.0718) (0.0882) (0.171) (0.0840) (0.0675) (0.310)
Constant -27.86 244.0*** 229.3 -80.27 101.9 181.8 259.5 70.30 -308.1

(75.77) (83.87) (170.4) (143.9) (176.8) (342.8) (169.0) (135.8) (624.2)
Dependent variable: Cost share wholesale expenditures

Year 0.0592 0.0617 0.222* 0.0670 0.00414 1.102*** -0.363*** -0.0221 0.125
(0.0391) (0.0381) (0.123) (0.0711) (0.0789) (0.313) (0.0949) (0.0809) (0.197)

Constant -100.3 -109.0 -429.0* -116.1 5.682 -2,192*** 750.2*** 60.26 -233.4
(78.52) (76.55) (246.4) (142.5) (158.1) (627.8) (191.0) (162.7) (396.1)

Dependent variable: Cost share intermediate inputs
Year 0.0427* 0.00125 0.241*** 0.412*** 0.408*** 0.391*** -0.0768 -0.0919** -0.00795

(0.0232) (0.0242) (0.0435) (0.0391) (0.0414) (0.0689) (0.0515) (0.0428) (0.0639)
Constant -8.180 75.48 -398.0*** -748.7*** -740.0*** -700.0*** 232.8** 263.4*** 102.3

(46.56) (48.60) (87.35) (78.45) (82.94) (138.0) (103.7) (86.10) (128.6)
Firm observations 10,995 7,601 1,180 6,647 3,817 551 2,884 2,654 457
Firms 2,486 1,456 205 2,099 1,110 146 1,096 896 154

Notes: The dependent variable is the observed variable cost share (times 100) of respectively labor,
imported intermediates, domestic intermediates, purchased services, wholesale expenditures, interme-
diates. All regressions use firm-level fixed effects. Robust standard errors in parentheses.*** p < 0.01,
** p <0.05, * p < 0.1.

4 Empirical results

A main distinguishing feature of our novel methodology is that it can relax the frequently

made –but often debatable– assumption of Hicks neutrality. We start our following empirical

analysis by comparing the goodness-of-fit of our rationalizability conditions with and with-

out imposing Hicks neutrality.16 This will provide nonparametric evidence against Hicks

neutral technical change, so complementing our descriptive findings in Figure 1 and Table 3.

In a second step, we then present a descriptive analysis of our nonparametric estimates of

unobserved firm productivity while accounting for biased technological change. We specifi-

cally consider the evolution of productivity over time and investigate patterns of substitution

between latent productivity and the observed variable inputs. In a final exercise, we exploit

16Our linear programming problems are operationalized in MATLAB, with links to the IBM ILOG CPLEX
Optimization Studio. All our codes are available upon request.
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the granular nature of our data set to assess the potential bias that originates from using

a common-scale intermediate inputs deflator. We will focus on our main results over all

considered sectors in the current section, and we refer to Online Appendix D for sector-

specific estimates. This appendix also contains a sensitivity analysis that shows robustness

of our principal findings for small changes of the RTS assumption (by setting γ equal to

respectively 0.9 and 1.1), for assuming perfect knowledge about intermediate input prices

(by setting β = 0), and for only considering firm observations with at least 20 comparison

observations.

Empirical evidence against Hicks neutrality. As a first step of our analysis, we assess

the empirical validity of the Hicks neutrality assumption by using our goodness-of-fit param-

eter θ. Particularly, we compute the value of θ that allows us to rationalize the observed firm

behavior with and without this assumption of Hicks neutrality. Throughout our analysis, we

assume a constant (shadow) price of the latent productivity factor (Γ ) for all observations

of the same firm.

When allowing for biased technological change, we find that setting θ = 1.05 can ratio-

nalize the observed production behavior (as “nearly optimizing”) of any firm group (listed

in Table 1) that we study. We can compare this outcome with the results in Table 4, which

contains descriptive statistics on the smallest θ−values needed to rationalize the observed

firm behavior as short-term cost minimizing under Hicks neutrality. For the different sectors

under consideration, θHN and θDMAT,HN represent these goodness-of-fit values when using,

respectively, granular intermediate input price data and a common-scale intermediate inputs

deflator. If the Hicks neutrality assumption effectively holds (i.e., does not imply additionally

binding rationalizability constraints), these goodness-of-fit values should not exceed 1.05.

When using this criterion, Table 4 provides clear evidence against Hicks neutrality for the

production setting under study. In particular, no firm group can be rationalized as nearly

cost minimizing under Hicks neutrality when using a goodness-of-fit value that is as small as

1.05. The smallest value of θHN amounts to 1.08; and its average for any firm size group is

even above 1.16. Interestingly, Table 4 also reveals stronger evidence against Hicks neutrality

when using more granular input quantity and price data than when using a common-scale

intermediate input price deflator.
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Table 4: Goodness-of-fit when assuming Hicks neutrality
Mean St.Dev. Min. Med. Max.

Small firms
θHN 1.195 0.051 1.130 1.130 1.450
θDMAT,HN 1.132 0.058 1.080 1.080 1.430

Medium firms
θHN 1.165 0.045 1.080 1.080 1.230
θDMAT,HN 1.098 0.021 1.070 1.070 1.130

Large firms
θHN 1.162 0.025 1.140 1.140 1.190
θDMAT,HN 1.083 0.015 1.070 1.070 1.100
Notes: To construct the descriptive statistics of the
sector-specific goodness-of-fit measures, we weight ac-
cording to the number of firm observations.

Productivity growth and changes in input usage. From our first step analysis, we

conclude that we can rationalize firm behavior under biased technological change when set-

ting θ = 1.05. Under these conditions we next focus on identifying unobserved heterogeneity

in firm productivity.

From Table 5, we learn that productivity is highly persistent over time, which is indeed

what we could expect a priori. When studying within-firm growth via a fixed effects re-

gression, we find non-increasing to decreasing productivity. This is shown in Table 6, which

uses as dependent variables both log(Ω) and the cost share of the latent input (defined

as ΓΩ/(ΓΩ + W′V)). These results provide a nonparametric confirmation of the well-

documented productivity slowdown in manufacturing since the early 2000s. Relatedly, when

interpreting productivity as a latent input factor, Figure 2 shows that the cost share of this

latent input (indicating the importance of unobserved productivity) gradually decreases over

time, while the share of (particularly foreign) intermediates increases. This suggests biased

technological change in favor of intermediate inputs, in line with the well-documented trend

towards outsourcing and offshoring. Furthermore, when taking into account latent inputs,

our empirical results suggest no robust evidence that technological change is biased against

labor for the sample of firms that we study.

As a final observation, the average cost share of the latent input amounts to 0.578, which

may seem surprisingly high at first sight. However, we note that this is actually in line
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with what we may expect a priori given our modeling framework to identify this unobserved

cost. To provide more intuition, let us consider the standard parametric counterpart for

our technology, which would be a (Hicks neutral) Constant Elasticity of Substitution (CES)

production function (with no dynamic inputs). The CRS assumption on the observed inputs

then implies by definition an (implicit) cost share of the latent input (i.e., the unobserved

productivity factor) of 0.5, which is indeed close to what we find empirically.

Table 5: Persistence: Spearman correlation with lagged variable
Small Medium Large

Log(Ω) 0.914 0.921 0.891
Log(ΓΩ) 0.920 0.934 0.944

Table 6: Within-firm temporal variation of log productivity and the total variable cost share
of latent inputs

All years (2002-2014) Pre-crisis (2002-2007) Post-crisis (2010-2014)
Small Medium Large Small Medium Large Small Medium Large

Dependent variable: log(Ω)
Year -0.027*** -0.024*** -0.032** -0.039*** -0.004 -0.024 -0.023 -0.058*** 0.005

(0.005) (0.005) (0.014) (0.008) (0.009) (0.023) (0.015) (0.013) (0.031)
Constant 57.672*** 53.489*** 70.917** 80.398*** 12.960 56.108 49.211 120.345*** -3.721

(9.543) (10.261) (28.191) (15.879) (18.605) (45.898) (30.386) (26.421) (61.558)
Dependent variable: total variable cost share of latent inputs (× 100)

Year -0.980*** -0.933*** -1.251*** -1.391*** -1.020*** -1.282*** -0.422* -1.208*** -0.489
(0.084) (0.089) (0.225) (0.136) (0.154) (0.418) (0.245) (0.207) (0.435)

Constant 2,024.392*** 1,928.532*** 2,575.685*** 2,847.237*** 2,102.504*** 2,638.289*** 905.431* 2,484.619*** 1,043.358
(168.619) (178.565) (451.723) (271.685) (309.543) (838.881) (493.005) (417.401) (875.843)

Firm obs. 10,995 7,601 1,180 6,647 3,817 551 2,884 2,654 457
Firms 2,486 1,456 205 2,099 1,110 146 1,096 896 154

Notes: The dependent variable is respectively log productivity and the total variable cost share
of latent inputs (times 100). All regressions use firm-level fixed effects. Robust standard errors in
parentheses.*** p < 0.01, ** p <0.05, * p < 0.1.
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(a) Small

(b) Medium

(c) Large

Figure 2: Estimated cost shares for given firm size

Using a common-scale intermediate inputs deflator. From above, we conclude that

using granular price and quantity data for intermediate inputs does not affect the well-
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established finding of a productivity slowdown since the early 2000s. In this respect, an

interesting feature of our detailed data is that they allow us to investigate the value-added

of using granular data. We can do so by assessing the bias that would be introduced when

using less granular data for intermediate inputs, so assessing the need to use decomposed

intermediate input price and quantity indices.

To address this question, we compare the results for the latent productivity factor Ω that

we reported above with those obtained for a one-dimensional sector-year specific deflator as

price index and deflated intermediate expenditures as quantity index. We let ΩDMAT denote

productivity identified in this new exercise. Table 7 reveals that the log growth of ΩDMAT

correlates only moderately with the log growth of Ω. Moreover and importantly, as shown

in Table 8, the absolute difference between the log growth of Ω and ΩDMAT is non-random;

it significantly relates to capital usage and foreign sourcing. These results highlight the risk

of generating biased empirical results when using a common-scale deflator as price index

for intermediate inputs. This conclusion complements the findings of Foster et al. (2008),

who showed the potential bias implied by the use of a common-scale output deflator. In our

opinion, these findings provide once more a strong empirical argument pro using granular

price and quantity data in empirical production analysis.

Table 7: Spearman correlation between the log growth of Ω and ΩDMAT

Firm size Log growth ΩDMAT

Small 0.540
Medium 0.572
Large 0.450
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Table 8: Dependent variable: Absolute difference between the log growth of Ω and ΩDMAT

All years (2002-2014) Pre-crisis (2002-2007) Post-crisis (2010-2014)
Small Medium Large Small Medium Large Small Medium Large

Year -0.005*** -0.008*** 0.000 -0.005 -0.020*** 0.016 -0.005 -0.012** -0.016
(0.002) (0.002) (0.004) (0.005) (0.006) (0.013) (0.007) (0.006) (0.016)

Log growth Ω -0.034* 0.061*** 0.028 -0.066*** 0.059** 0.034 0.009 0.063** 0.067
(0.018) (0.017) (0.047) (0.025) (0.023) (0.096) (0.030) (0.027) (0.058)

Log Ω -0.033*** -0.089*** -0.047** -0.014 -0.071*** -0.024 -0.083*** -0.104*** -0.095***
(0.009) (0.010) (0.023) (0.012) (0.014) (0.044) (0.016) (0.016) (0.035)

Log V̂imp 0.017*** 0.019*** 0.060*** 0.018*** 0.028*** 0.070*** 0.016*** 0.024*** 0.054***
(0.003) (0.005) (0.012) (0.005) (0.007) (0.018) (0.005) (0.007) (0.020)

Log V̂dom -0.010** 0.003 0.017 -0.006 0.002 0.036* -0.020** 0.000 -0.001
(0.004) (0.005) (0.014) (0.006) (0.007) (0.019) (0.008) (0.008) (0.023)

Log V̂serv 0.017** -0.010 -0.007 0.019* -0.001 0.020 0.020 -0.004 -0.091**
(0.008) (0.009) (0.026) (0.010) (0.013) (0.027) (0.015) (0.014) (0.045)

Log V̂whole. 0.013* 0.002 0.022 0.001 -0.008 0.001 0.020 -0.002 0.038
(0.008) (0.008) (0.017) (0.010) (0.010) (0.028) (0.015) (0.014) (0.025)

log K -0.099*** -0.042*** -0.078*** -0.118*** -0.053*** -0.096** -0.051*** -0.032** -0.001
(0.009) (0.010) (0.024) (0.012) (0.015) (0.041) (0.017) (0.015) (0.038)

log V labor 0.017 -0.025** -0.011 0.031 -0.047*** -0.016 -0.000 -0.013 -0.003
(0.014) (0.012) (0.027) (0.019) (0.017) (0.042) (0.026) (0.019) (0.038)

Constant 9.725*** 16.137*** 0.298 9.995 39.891*** -31.406 10.321 24.662** 32.530
(3.327) (3.278) (7.259) (10.200) (11.827) (26.348) (13.532) (12.125) (32.023)

Sector f.e. Yes Yes Yes Yes Yes Yes Yes Yes Yes
Firm char. Yes Yes Yes Yes Yes Yes Yes Yes Yes
R-squared 0.097 0.105 0.115 0.115 0.099 0.100 0.117 0.132 0.156
Firm obs. 7,561 5,663 913 4,252 2,612 405 2,180 2,159 358

Notes: The dependent variable is the absolute difference between the log growth of Ω and ΩDMAT .
The included firm characteristics are exporter, entry and firm age. All regressions use firm-level fixed
effects. Robust standard errors in parentheses.*** p < 0.01, ** p <0.05, * p < 0.1.

5 Conclusion

We introduced a novel structural method for production analysis that recovers unobserved

productivity in a fully nonparametric fashion. We model unobserved heterogeneity as an

unobserved productivity factor on which we condition the demand of the observed inputs.

Our method deals with the simultaneity bias in a natural way, and it empirically quantifies

productivity differences across firms in terms of differences in latent input. Our nonparamet-

ric methodology is easy to implement as it merely requires the use of linear programming

techniques. It allows for a powerful identification analysis, while avoiding (nonverifiable and

often debatable) assumptions of functional form regarding the relationship between inputs

and outputs (including the hypothesis of Hicks neutral technical change).

Our empirical application has shown that the method does allow for drawing strong

empirical conclusions, despite its nonparametric nature. For a set of Belgian manufactur-

ing firms, we have recovered productivity differences at the firm-year level over the period

2002-2014 for broad industry categories. We use this to provide robust empirical evidence

against the assumption of Hicks neutrality for the setting at hand. Next, in line with the
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existing literature, our results suggest a productivity slowdown in manufacturing since the

early 2000s. Lastly, we highlight a potential bias when using a common-scale intermediate

input price deflator in the estimation of productivity. In our opinion, all this convincingly

demonstrates the empirical attractivity of our methodology.

Finally, from a methodological point of view, we emphasize that we see the current paper

primarily as providing a fruitful starting ground, rather than a complete toolkit for nonpara-

metric production analysis with unobserved productivity differences. Most notably, we have

focused on a single-output setting throughout. As discussed in De Loecker et al. (2016), a

multiproduct framework (also involving the identification of input allocations across prod-

ucts) is warranted to obtain a more detailed insight into influences of exogenous trade or

cost shocks. To develop this multi-output version of our methodology, a useful starting point

is the study of Cherchye et al. (2014), who presented a nonparametric framework (abstract-

ing from the interdependence between observed input choice dependency and unobserved

productivity) for the analysis of firms producing multiple products. A closely related issue

concerns dealing with non-competitive output markets. In this respect, Carvajal et al. (2013,

2014) show how to analyze alternative (e.g., Cournot or Bertrand) structures on output mar-

kets in the advocated nonparametric framework. In our opinion, integrating these authors’

insights with our newly developed methodology may constitute another fertile avenue for

follow-up research.
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Grifell-Tatjé, E., Lovell, C., Sickles, R. (Eds.), 2018. The Oxford Handbook of Productivity

Analysis. Oxford University Press.

Griliches, Z., Mairesse, J., 1998. Production functions: The search for identification, in:

Econometrics and Economic Theory in the Twentieth Century: The Ragnar Frisch Cen-

tennial Symposium. New York: Cambridge University Press, pp. 169–203.

Halpern, L., Koren, M., Szeidl, A., 2015. Imported inputs and productivity. American

Economic Review 105, 3660–3703.

Hanoch, G., Rothschild, M., 1972. Testing assumptions of production theory: A nonpara-

metric approach. Journal of Political Economy 80, 256–275.

Hayfield, T., Racine, J.S., 2008. Nonparametric econometrics: The np package. Journal of

Statistical Software 27, 1–32.

Kehrig, M., Vincent, N., 2021. The micro-level anatomy of the labor share decline. The

Quarterly Journal of Economics 136, 1031–1087.

Klette, T.J., Griliches, Z., 1996. The inconsistency of common scale estimators when output

prices are unobserved and endogenous. Journal of Applied Econometrics 11, 343–361.

Levinsohn, J., Petrin, A., 2003. Estimating production functions using inputs to control for

unobservables. The Review of Economic Studies 70, 317–341.

Li, Q., Racine, J.S., 2007. Nonparametric econometrics: theory and practice. Princeton

University Press.

Marschak, J., Andrews, W., 1944. Random simultaneous equations and the theory of pro-

duction. Econometrica 12, 143–205.

33



Olley, G.S., Pakes, A., 1996. The dynamics of productivity in the telecommunications equip-

ment industry. Econometrica 64, 1263–1297.

Simar, L., Zelenyuk, V., 2007. Statistical inference for aggregates of Farrell-type efficiencies.

Journal of Applied Econometrics 22, 1367–1394.

Syverson, C., 2011. What determines productivity? Journal of Economic Literature 49,

326–365.

Syverson, C., 2017. Challenges to mismeasurement explanations for the US productivity

slowdown. Journal of Economic Perspectives 31, 165–186.

Varian, H., 1984. The nonparametric approach to production analysis. Econometrica 52,

579–598.

Varian, H., 1985. Non-parametric analysis of optimizing behavior with measurement error.

Journal of Econometrics 30, 445–458.

Varian, H., 1988. Revealed preference with a subset of goods. Journal of Economic Theory

46, 179–185.

Varian, H., 1990. Goodness-of-fit in optimizing models. Journal of Econometrics 46, 125–140.

Wooldridge, J.M., 2009. On estimating firm-level production functions using proxy variables

to control for unobservables. Economics Letters 104, 112–114.

Appendix A: Theoretical results

Appendix A.1: Proof of Proposition 1

(i) or (ii)⇒ (iii). Since F is quasi-concave, we have that Uj = {(V, Ω) : F (V, Ω) ≥ Qj}
is convex. Consider a supporting hyperplane through (Vj, Ωj) at Uj. Under OP.II, by cost

minimization, we can assume that the slope of this hyperplane equals (Wj,Γj). Under OP.I,

by cost minimization, we can assume that the V component equals Wj and we denote the

Ω-component by Γj ∈ R++.
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For every (V, Ω) ∈ Uj, i.e. with F (V, Ω) ≥ Qj, we then have that (by definition of a

supporting hyperplane):

W′
jVj + ΓjΩj ≤W′

jV + ΓjΩ.

Next, by assumption, the input (Vi, Ωi) can produce Qi (i.e., F (Vi, Ωi) ≥ Qi). So

rescaling the vector Vi by Qj/Qi, constant returns to scale in V implies that we have:

F

(
Qj

Qi

Vi, Ωi

)
=
Qj

Qi

F (Vi, Ωi) ≥ Qj.

As such,

(
Qj

Qi

Vi, Ωi

)
∈ Uj and:

W′
jVj + ΓjΩj ≤

Qj

Qi

W′
jVi + ΓjΩi.

If we divide both sides by Γj and define Λj =
1

Γj
∈ R++, we obtain the desired linear

inequalities.

(iii)⇒ (ii) and (i). For all observations i ∈ N , let us define:

Di = {Ω ≥ 0 : W′
iVi + Γi(Ωi −Ω) > 0},

=

[
0,

W′
iVi

Γi
+ Ωi

)
.

Let us also define D0 = R+ = [0,+∞).

Consider a vector A ∈ RM
++ large enough such that for all i ∈ N : ΩiA

′Vi > maxj∈N Qj

and define:

F0(V, Ω) = ΩA′V.

Next, for all i ∈ N we define Fi : RM
+ × R+ → R+ ∪ {+∞}:

Fi(V, Ω) =


QiW

′
iV

W′
iVi + Γi(Ωi −Ω)

, if Ωi ∈ Di,

+∞ else.
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Finally, define the production function F : RM
+ × R+ → R+:

F (V, Ω) = min
i∈N∪{0}

Fi(V, Ω).

Note that, as D0 = R+ and F (V, Ω) ≤ ΩA′V < ∞, we have that F indeed maps to finite

numbers. This also implies that below we can restrict our attention to the domains RN ×Di

for i ∈ N .

It is clear that F is homogeneous of degree 1 in V, as all functions Fi (i ∈ N ∪ {0}) are

homogeneous of degree one on the domain RN ×Di. Also, F is strictly increasing in (V, Ω)

by the same reasoning.

Let us then show that F is continuous, quasi-concave and that the data is (OP.I)- and

(OP.II)-rationalizable for this production function:

F is continuous. Let (Vn, Ωn) →n (V, Ω). To show continuity of F , it suffices to show

that there is a subsequence (Vnj ,Ωnj)j∈N of (Vn, Ωn)n∈N such that limj→∞ F (Vnj , Ωnj) →
F (V, Ω).

For all n ∈ N, by definition, F (V n, Ωn) = Fi(V, Ω) for some i ∈ N ∪ {0}. As N ∪ {0} is

finite, we have that there is an element i∗ ∈ N ∪ {0} and a subsequence (Vnj , Ωnj)j∈N such

that for all (Vn
j , Ω

nj) in this subsequence:

F (Vnj , Ωnj) = Fi∗(V
nj , Ωnj).

We consider two cases:

• If Ω ∈ Di∗ , then as Fi is continuous on RN
+ ×Di, we have that:

lim
j→∞

F (Vnj , Ωnj) = Fi∗(V, Ω),

so it suffices to show that F (V, Ω) = Fi∗(V, Ω).

If not, there is a k 6= i∗ such that:

F (V, Ω) = Fk(V, Ω) < Fi∗(V, Ω).
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Now, given that RM
+ ×Dk is open (relative to RM

+ ×R+), Fk is continuous on RM
+ ×Dk

and (Vnj , Ωnj)→j (V, Ω), there should be an nj large enough such that:

Fk(V
nj , Ωnj) < Fi∗(V

nj , Ωnj) = F (Vnj , Ωnj),

a contradiction.

• Next, consider the case where Ω /∈ Di∗ . Then as Ωnj → Ω and Ωnj ∈ Di∗ for all nj, it

follows that Ω =
W′iVi

Γi
+ Ωi.

Then:

Fi∗(V
nj , Ωnj) =

QiW
′
iV

nj

W′
iVi + Γi(Ωi −Ωnj)

→j +∞.

This also means that we can find an nj large enough such that:

F (Vnj , Ωnj) = Fi∗(V
nj , Ωnj) > ΩA′V + 1 > ΩnjA′Vnj ,

a contradiction with the definition of F .

F is quasi-concave. As F is the minimum of a finite number of functions Fi (i ∈ N ∪{0})
it suffices to show that every function Fi is quasi-concave.

As F0(V, Ω) = ΩA′V is the product of two non-negative concave (linear) functions (i.e.,

Ω and A′V) it is quasi-concave.

To show that Fi (i ∈ N) is quasi-concave, let β ∈ R and assume that:

Fi(V, Ω) ≥ β,

Fi(V
′, Ω′) ≥ β.

For α ∈ [0, 1], define:

Vα = αV + (1− α)V′,

Ωα = αΩ + (1− α)Ω′.

We need to show that F (Vα, Ωα) ≥ β.
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We need to consider three cases.

• If Ωα /∈ Di, then Fi(Vα, Ωα) = +∞ ≥ β, so there is nothing to proof.

• If Ωα ∈ Di and both Ω,Ω′ ∈ Di, then using the definition of Fi, we have:

QiW
′
iV ≥ β(W′

iVi + Γi(Ωi −Ω)),

QiW
′
iV
′ ≥ β(W′

iVi + Γi(Ωi −Ω′)).

Taking the convex combination of these two inequalities, gives:

QiW
′
iVα ≥ β(W′

iVi + Γi(Ωi −Ωα)),

which proves that, indeed, F (Vα, Ωα) ≥ β.

• As Ωα is a convex combination of Ω and Ω′, the case where Ωα ∈ Di and Ω,Ω′ /∈ Di

can not occur. So, for the final case we can assume that Ωα ∈ Di but one of Ω or Ω′

is not an element of Di. Without loss of generality, assume that Ω′ ∈ Di and Ω /∈ Di

(i.e. Ω > Ω′).

Define α̃ such that:

Ωα̃ = α̃Ω + (1− α̃)Ω′ =
W′

iVi

Γi
+Ωi.

Notice that, as Ωα ∈ Di, we have that α̃ > α.

If we then define (Vγ, Ωγ) = γ(V, Ω) + (1− γ)(V′, Ω′), we obtain

lim
γ→α̃
<

Fi(Vγ, Ωγ) = lim
γ→α̃
<

W′
iVγ

W′
iVi + Γi(Ωi −Ωγ)

→ +∞.

So we can find a α < γ < α̃, close enough to α̃, such that:

Fi(Vγ, Ωγ) > β.

Notice that (Vα, Ωα) = δ(Vγ, Ωγ)+(1−δ)(V′, Ω′) with 0 ≤ δ =
α

γ
≤ 1. As Ω′, Ωγ ∈ Di
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it follows from the previous part that:

Fi(Vα, Ωα) ≥ min{Fi(V′, Ω′), Fi(Vγ, Ωγ)} ≥ β.

F (OP.I)- and (OP.II)-rationalizes the data. Let us first show that for all observations

i ∈ N , F (Vi, Ωi) = Qi. Since Ωi ∈ Di, we have

F (Vi, Ωi) ≤ Fi(Vi, Ωi) = Qi.

If the inequality would be strict, then there should be a j ∈ N ∪ {0} such that

Fj(Vi, Ωi) < Fi(Vi, Ωi).

If j = 0 then ΩjA
′Vj < Fi(Vi, Ωi) ≤ Qi, a contradiction given the definition of A. If j ∈ N

then we have
QjW

′
jVi

W′
jVj + Γj(Ωj −Ωi)

< Qi,

and thus
Qj

Qi

WjVi + ΓjΩi < W′
jVj + ΓjΩj.

This contradicts with the linear inequalities in (iii).

For (OP.II)-rationalizability, towards a contradiction, assume that there exists an obser-

vation i ∈ N and an input combination (V, Ω) such that F (V, Ω) ≥ Qi and W′
iV + ΓiΩ <

W′
iVi + ΓiΩi. Then, W′

iV < W′
iVi + Γi(Ωi −Ω), which means that the right hand side is

strictly positive (i.e., Ω ∈ Di. As such we obtain

Qi ≤ F (V, Ω) ≤ Fi(V, Ω) =
QiW

′
iV

W′
iVi + Γi(Ωi −Ω)

,

which in turn implies

W′
iVi + ΓiΩi ≤W′

iV + ΓiΩ,

a contradiction.

Finally, for (OP.I)-rationalizability, towards a contradiction, assume that there is an input
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V such that F (V, Ωi) ≥ Qi and W′
iV < W′

iVi. Then we obtain

Qi ≤ F (V, Ωi) ≤ Fi(V, Ωi) =
QiW

′
iV

W′
iVi + Γi(Ωi −Ωi)

,

which leads to

W′
iVi ≤W′

iV,

again a contradiction.

Appendix A.2: Testability

The following example illustrates the testable implications in Proposition 1. It shows that

these implications can be rejected even in a minimalistic setting with only two firm obser-

vations and two observed inputs.

Consider a data set S capturing two firm observations that produce the same output

quantity with input prices W1 = (1, 2) and W2 = (2, 1) and input quantities V1 = (1, 2)

and V2 = (2, 1). The rationalizability conditions in Proposition 1 require:

5Λ1 +Ω1 ≤ 4Λ1
Q1

Q2

+Ω2

5Λ2 +Ω2 ≤ 4Λ2
Q2

Q1

+Ω1.

Reformulating these inequalities obtains:

(Ω2 −Ω1) ≤
(

4
Q2

Q1

− 5

)
Λ2 and

(Ω2 −Ω1) ≥
(

5− 4
Q1

Q2

)
Λ1,

which implies that

(
5− 4

Q1

Q2

)
Λ1 ≤

(
4
Q2

Q1

− 5

)
Λ2. If we then assume that the (observed)

output levels Q1 and Q2 are such that 4
5
<
Q1

Q2

<
5

4
, we obtain that there can never exists

strict positive Λ1 and Λ2 that satisfy this inequality restriction (since 4
Q2

Q1

− 5 < 0 and
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5− 4
Q1

Q2

> 0).

Appendix B: Monte Carlo simulation

We demonstrate the usefulness of our advocated nonparametric methodology for our general

setting of cost minimization by means of a Monte Carlo simulation analysis. This will

show the proper working of our methodology for noisy production data and settings with

biased technological change. We will focus on the setting with only flexible inputs that are

freely adjustable. This setting also provides insight into the working of our methodology

under short term cost minimization in the presence of fixed inputs with adjustment costs, as

the latter setting is a special case of the former setting, with additional constraints on the

set of comparison firm observations. In addition, we will consider the possibility to impose

additional structure to sharpen identification if a priori information is available on the nature

of technological change. Particularly, in our following simulation, we will show and compare

estimates without and with a Hicks neutrality assumption (as discussed in Section 2.4).

Simulation set-up. We generate data that resemble actual production data as used in

empirical firm-level productivity studies. Following Doraszelski and Jaumandreu (2018), we

start from a production function that is characterized by Constant Elasticity of Substitution

(CES):

Q =
(
Ω
[
0.5
(
ΩδV1

)ρ
+ 0.5V ρ

2

] γ
ρ

)
eε,

where Q ∈ R+ represents output and V ∈ R2
+ = [V1, V2] is a 2-dimensional vector of

observed inputs. W1 is considered to be known by both the firm and the empirical analyst

while W2 is considered to be known by the firm but unobserved by the empirical analyst.

ε represents mean-zero normally distributed noise (e.g., unanticipated productivity shocks)

with standard deviation σε. Ω and V2 are drawn randomly with mean 10 and covariance

matrix R =

(
4 1

1 4

)
. By introducing correlation between Ω and V2, an endogeneity issue

arises, rendering Ordinary Least Squares (OLS) a biased estimator of output elasticities for

this data generating process (DGP). In addition, we set γ = 1 (i.e., CRS) and ρ = 0.75.

W2 is uniformly drawn from the interval [0.9, 1.1] and Γ is uniformly drawn for sets of 10
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observations from the interval [3.9, 4.1]. For the setting with biased technical change, we set

δ = 1. To impose Hicks neutrality, we set δ = 0. We consider different levels of noise by

setting σε equal to 0 and 0.05: σε = 0.05 reflects a moderately noisy data set, while σε = 0

corresponds to a deterministic setting. Using the generated values for (Ω,Γ, γ, ρ, V2, δ,W2),

we can construct observed input price W1 and input usage V1 that correspond with cost

minimizing behavior. Lastly, we obtain Q from introducing the generated values into the

production function. Based on this DGP, we generated B samples of size |N | for four cases,

reflecting two levels of noise and whether or not Hicks neutrality holds.

Simulation results. For each case, we set B = 1000. We focus on the small sample

properties of our methodology by setting |N | = 250, which corresponds to the lowest sample

size considered in our own empirical application. Next, |G| = 10 approximates the number

of observations of one and the same firm in our empirical setting. We presume that W2 is

unobserved for the empirical analyst, but that the empirical analyst knows that equality of

Γ can be imposed for observations of the same firm.

Table 9 reports on whether or not the simulated data satisfy our nonparametric rational-

izability conditions (i.e., there exists a feasible solution or not). The first (last) four columns

give these results when the true DGP is (not) Hicks neutral (i.e., δ = 0 (δ = 1)); and columns

1, 2, 5 and 6 pertain to deterministic settings (i.e., no noise; σε = 0) while columns 3, 4,

7 and 8 pertain to settings with moderate stochastic noise (σε = 0.05). Columns 1, 3 , 5

and 7 report on feasibility of our rationalizability conditions when additionally imposing the

restrictions associated with the assumption of Hicks neutrality; the other columns provide

feasibility results when not using these Hicks neutrality restrictions (thus allowing for biased

technological change). Further, we have computed identification results by both minimizing

the objective function (3) subject to our linear rationalizability conditions. The results of

this identification exercise are summarized in Table 10.

Table 9 reveals that, when the true DGP satisfies Hicks neutrality (i.e., δ = 0) and

there is no noise (i.e., σε = 0), the simulated data pass our rationalizability conditions with

and without the additional Hicks neutrality restrictions (i.e., the average goodness of fit

parameter θ = 1). Evidently, this is unsurprise as this DGP is perfectly consistent with

the structural models at hand, and the models are nested. By contrast, in the deterministic

setting with biased technological change (i.e., δ = 1), the data only pass the strict ratio-
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nalizability conditions that do not impose Hicks neutrality. In this case, falsely imposing

Hicks neutrality implies infeasibility for above 60 percent of our simulated data sets. This

clearly demonstrates that wrongly imposing Hicks neutrality can hugely impact the empirical

findings.

Next, adding moderate noise to the data (i.e., σε = 0.05) implies that some firm observa-

tions are no longer perfectly compatible with our structural model specifications. As before,

the models with and without Hicks neutrality imposed perform equally well when Hicks

neutrality effectively holds (i.e., δ = 0), while we observe divergent performance patterns

under biased technological change (i.e., δ = 1). Moreover, in both cases, we find that our

model without the Hicks neutrality conditions is showing close-to rational behavior, which is

exactly in line with the GDP specification. Particularly, our nonparametric rationalizability

conditions are met for an average goodness-of-fit parameter θ that amounts to 1.050 (for

δ = 0) and 1.034 (for δ = 1).

Table 9: Feasibility, |N |=250,B=1000
|N | = 250, B=1000, G=10 σε = 0, δ = 0 σε = 0.05, δ = 0 σε = 0, δ = 1 σε = 0.05, δ = 1
Hicks neutrality imposed? Yes No Yes No Yes No Yes No
Perc. infeasible 0.000 0.000 0.000 0.000 0.642 0.000 0.683 0.000
Av. θ when feasible 1.000 1.000 1.050 1.050 1.198 1.000 1.201 1.034
Notes: We denote a replication as infeasible if no feasible solution can be reached with θ ≤ 1.3.

Table 10 shows the empirical performance of our nonparametric identification methods.

Specifically, we compare the (simulated) true and estimated values of the productivity factor

Ω, the associated cost ΓΩ and the cost share of V1 (equalling its output elasticity). The

subscript HN denotes that Hicks neutrality is imposed in the linear rationalizability restric-

tions. We focus on both the Pearson rank correlation and the mean absolute percentage error

(MAPE) between the true and estimated values. As absolute levels of Ω and ΓΩ cannot

be identified, we normalize the true and estimated values for these variables by taking their

ratios over the minimum levels in our simulated samples.

We learn that, when the data generation process effectively satisfies Hicks neutrality and

exhibits no noise (i.e., δ = 0 and σε = 0), the correlations are very high (i.e., exceeding

0.95) and the average errors are low (i.e., below 5 percent) for all three variables under

study. Correctly imposing Hicks neutrality overall sharpens identification in terms of ranks

as well as levels. This is particularly the case for Ω, for which the correct assumption of
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Hicks neutrality lowers the MAPE from 4.6 percent to 1 percent. Under moderate noise (i.e.,

σε = 0.05), there is only a minor drop of the Pearson correlations, and the MAPE comfortably

stays below 3 percent for CSV1 . However, the MAPE for Ω and ΓΩ now exceeds 20 percent,

indicating that the absolute levels of these variables are not well identified under moderate

noise.

Further, as we discussed above, when the DGP exhibits biased technological change

(i.e., δ = 1), the rationalizability restrictions with Hicks neutrality (wrongly) imposed are

no longer feasible for reasonably small θ−values. In turn, this prevents an (informative)

identification analysis under the assumption of Hicks neutrality when this assumption is truly

violated. Interestingly, this negative conclusion does not carry over to the rationalizability

conditions that do not impose Hicks neutrality. When using this more flexible specification,

we again obtain informatively precise identification of both the levels and ranks of CSV1 and

of the ranks of Ω and ΓΩ, even for moderately noisy data.

Table 10: Identification, |N |=250,B=1000
ΩHN Ω ΓHNΩHN ΓΩ CSV1

HN CSV1

σε = 0, δ = 0
ρ 0.999 0.997 0.999 0.995 0.986 0.954

MAPE 0.010 0.046 0.013 0.049 0.030 0.028
σε = 0.05, δ = 0

ρ 0.957 0.958 0.946 0.928 0.960 0.945
MAPE 0.232 0.259 0.226 0.259 0.028 0.026

σε = 0, δ = 1
ρ – 0.998 – 0.996 – 0.964

MAPE – 0.042 – 0.044 – 0.036
σε = 0.05, δ = 1

ρ – 0.984 – 0.961 – 0.951
MAPE – 0.182 – 0.191 – 0.044
Notes: We denote a replication as infeasible if no feasible solution
can be reached with θ ≤ 1.3. No output is shown if more than
50 percent of replications are denoted as infeasible. ρ stands for
the average Pearson correlation over the replications with feasible
results. MAPE stands for the mean absolute percentage error over
the replications with feasible results.
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“Structural identification of productivity under biased

technological change” – Online Appendices

In what follows, we provide more discussion on the algorithms we use in our empirical

application (Online Appendix A), we give a theoretical motivation for our use of “Theil”-type

Paasche price indices (Online Appendix B), we present more details on our data construction

(Online Appendix C), and we report some additional empirical results (Online Appendix D).

Online Appendix A: Algorithms

Kernel-based conditioning. As discussed in Section 2.3, for our setting of short run cost

minimization, we restrict the set of comparison observations. In particular, we only include

observation i ∈ N as a comparison partner for observation j ∈ N when
Kj
Ki

=
Qj
Qi

. As strictly

using this equality requirement would drastically limit the number of potential comparison

partners, we impose kernel weight functions to give more weight to observations with similar

ratios: using kernel conditioning, we approximate
Kj
Ki

=
Qj
Qi

by
Kj
Ki
≈ Qj

Qi
. As shown by Simar

and Zelenyuk (2007), kernels with compact support such as the epanechnikov kernel can be

used for this purpose. Specifically, we compute a univariate epanechnikov kernel cumulative

distribution estimator and select the bandwidth by applying least-squares cross validation.

See Li and Racine (2007) for the nonparametric estimation theory and Hayfield and Racine

(2008) for a description of the estimation routines that are included in the “np” package in

R. The bandwidth estimates that we use in our analysis for specific firm size groups and

sectors are available upon request.

Heuristic based on binary search routine. Let us denote by pi the cost share of latent

costs over total costs:

pi =
ΓiΩi

W′
iVi + ΓiΩi

Using Λi = (1/Γi), we can rewrite this as:

piΛiW
′
iVi − (1− pi)Ωi = 0.
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We define p = 1
|N |
∑

i∈N pi as the average cost share and εi = pi − p as the deviation of firm

i’s cost share from this average share. Then, for all firms i:

−Ωi + p(ΛiW
′
iVi +Ωi) + εi(ΛiW

′
iVi +Ωi) = 0.

Adding over all i ∈ N gives:

−
∑
i∈N

Ωi + p
∑
i∈N

(ΛiW
′
iVi +Ωi) +

∑
i∈N

(εi(ΛiW
′
iVi +Ωi)) = 0,

and thus

p =

∑
i∈N Ωi −

∑
i∈N(εi(ΛiWiVi +Ωi))∑

i∈N(ΛiWiVi +Ωi)
.

We would like to minimize p, which is non-linear in the unknowns. To circumvent this

non-linearity, we introduce a parameter ρ so that:∑
i∈N Ωi −

∑
i∈N(εi(ΛiWiVi +Ωi))∑

i∈N(ΛiWiVi +Ωi)
≤ ρ

⇔−
∑
i∈N

Ωi +
∑
i∈N

(εi(ΛiWiVi +Ωi)) + ρ
∑
i∈N

(ΛiWiVi +Ωi) ≥ 0. (4)

We minimize the value of p by equating it to the smallest value of ρ that still satisfies

this last inequality. We do so by using the following heuristic:

1. Check feasibility of the rationalizability conditions presented in the main text. If not

feasible, then stop (no solution possible).

2. Fix a small value δ > 0, and initialize t← 1, ε1i ← 0 and ε0i ← 1 for all i ∈ N .

3. While | 1
N

∑
i∈N |εti| −

1
N

∑
i∈N |ε

t−1
i || ≥ δ:

(a) Initialize ρ̂ = 1, ρ = 0 and ρ = 1.

(b) While ρ− ρ ≥ δ:

i. Check feasibility of (4) given ρ = ρ̂ and εi = εti for all i ∈ N together with

the rationalizability conditions in the main text.
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A. If passes, update ρ← ρ̂ and ρ̂← ρ+ρ

2
.

B. Else, update ρ← ρ̂ and ρ̂← ρ+ρ

2
.

(c) Set t← t+ 1, pti ← Ωi
ΛiWiVi+Ωi

for feasible Λi and Ωi and εti ← pti − ρ̂.

Online Appendix B: Construction of “Theil”-type Paasche price

indices

Price index setting. Assume that, for firms f and a subset of inputs i with quantities

qf,i and prices pf,i, we have a data set on the expenditures:

ef,i
def
= pf,iqf,i.

Total expenditures for firm f on this subset of inputs then equal:

ef
def
=
∑
i

ef,i.

The expenditure share of firm f on input i is:

wf,i
def
=

ef,i
ef
.

The aim is to decompose ef into a price index pf and a quantity index qf such that:

ef = pfqf .

Notice that, once we have a price index pf , we can define qf as:

qf
def
=

ef
pf
.

“Theil”-type Paasche index. For the price index, there are several options in the litera-

ture. For all of them, we need a benchmark price p∗i for input i. This could be the price of a

“benchmark” firm, or the average (median) price of input i over all observations. There are

a couple of options to compute the price index pf , some of which are not possible (and not
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desirable) as they require information on the base period expenditure quantities or shares.

For our setup, we use the “Theil”-type Paasche index:

pf =
∏
i

(
pf,i
p∗i

)wf,i
= exp

(∑
i

wf,i (ln(pf,i)− ln(p∗i ))

)
.

Here, pf is a geometric average of the individual price indices (pf,i/p
∗
i ). Again, the quantity

index is set such that qf = ef/pf .

Derivation of a “Theil”-type Paasche index as first order approximation. Let

c(qf , pf ) be the cost of the firm f in order to produce an (intermediate) output qf at prices

pf = [pf,1, . . . , pf,N ], and let c(qf , p
∗) be the cost of firm f of producing the same amount at

prices p∗ = [p∗i , . . . , p
∗
N ]. Now, take a first order Taylor approximation of ln (c(qf , p

∗)) around

ln (c(qf , pf )) with respect to ln(pf,i). This gives:

ln(c(qf , p
∗)) ≈ ln(c(qf , pf )) +

∑
i

∂c(qf , pf )

∂ ln(pf,i)
[ln(p∗i )− ln(pf,i)],

⇒ ln

(
c(qf , p

∗)

c(qf , pf )

)
≈
∑
i

wf,i ln

(
p∗i
pf,i

)
,

where the second line uses Shephard’s lemma. If the cost functions are homogeneous of

degree 1 in output, we get:

c(pf )

c(p∗)
≈
∏(

pf,i
p∗i

)wf,i
.

The Taylor expansion is exact if the log of the cost function is linear in the log of prices.

Implementation. We propose to use the “Theil”-type Paasche index with as weights wfi
the expenditure shares as discussed above, and with as benchmark price p∗i the median

price per product for a given year (e.g., 2014). We acknowledge that the proposed price

aggregation over products goes together with assuming a log-linear cost function within the

subcomponents of the aggregate. Still, this does not render our approach (semi-)parametric.

There is no restriction on how the aggregated inputs relate to the production of the output
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Q. As a specific example, assume that we have four input quantities VA1, VA2, VB1, VB2 and

four input prices WA1,WA2,WB1,WB2. To obtain VA, PA and VB, PB we assume a log-linear

cost function within group A and within group B. There is however no parametric structure

imposed on Q = F (VA, VB, Ω).

Online Appendix C: Construction of data and price indices

Firm characteristics from CBSO. Typical firm characteristics such as sales, tangible

assets, total assets, labor costs, input expenditures and the number of full-time equivalent

employees (FTEs) V labor are extracted from the firms’ annual accounts, deposited at the

NBB’s Central Balance Sheet Office (CBSO). Firms deposit full or abbreviated annual ac-

counts, depending on size thresholds. Small firms do not have to submit sales, and we

complete this information using the periodical VAT declarations for these firms. A firm’s

W labor is calculated as total wage bill over the average number of FTEs in a fiscal year.

All flow variables are annualized pro rata to convert to calendar years. The main economic

sector of activity and firm age are extracted from the Crossroads Bank of Enterprises (CBE).

We set entry=1 when a firm’s age is lower than 2, 0 otherwise. A firm’s sector is identified

at the 4-digit NACE level. In case a firm is active in more than one sector, the NACE code

is given by the sector that represents the largest share in sales of that firm. To construct K,

WDMAT , V DMAT , we use common-scale deflators for respectively gross fixed capital forma-

tion and intermediate inputs as defined in the national accounts system for the A64 NACE

aggregates.

Prodcom survey data. To construct firm-year level output quantity data, we start from

the Belgian Prodcom survey. All firms that produce goods covered by the Prodcom Classi-

fication, and that have at least 20 persons employed or a turnover of at least 3,928,137 euro

in the previous reference year, have to submit a monthly report to Statistics Belgium. Prod-

ucts are identified at the 8-digit level of the Prodcom (PC) classification, which is common

to all EU member states. Sales values and quantities are available at the firm-PC8-month

level. We aggregated the monthly observations to yearly values to match the other data

sets. Values are reported in euros, and quantities in one of several measurement units (over

two thirds of observation are in kilograms; other units include liters, meters, square meters,
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kilowatt, kg of active substance etc.).

International trade data. We obtain information on export and imports from the Intra-

stat (intra-EU) and Extrastat (extra-EU) declarations for Belgium. All imports of goods,

above certain thresholds are reported in either intrastat (intra-EU partners) or extrastat

(extra-EU parnters), independent of the economic activity of the firm. Observations in this

data set are at the firm-product-partner-year level. Products are defined at the 8-digit Com-

bined Nomenclature (CN8) level, a 2-digit extension of the international 6-digit Harmonized

System (HS) classification, and common to all member states in the EU. We exploit infor-

mation on values and quantities to generate import prices as unit values, and obtain a price

per kilograms and per secondary unit if available. At the CN8 level, most products’ import

quantities are recorded in weight (kilograms). Depending on the particular product, some

products’ quantities are also recorded in a secondary unit. All values are aggregated to the

yearly level. Each Belgian firm is identified through its VAT number (equal to its enterprise

identification number in Belgium). We drop imported goods that are classified as capital

goods in the Broad Economic Categories (BEC) classification (BEC codes 410 and 521), as

these goods are not considered part of the variable intermediate inputs bundle.

B2B Transactions data set. We construct the network of domestic suppliers of Belgian

firms using the NBB B2B Transactions data set. The confidential NBB B2B Transactions

data set contains the values of yearly sales relationships among all VAT-liable Belgian en-

terprises for the years 2002 to 2014, and is based on the VAT listings collected by the tax

authorities. At the end of every calendar year, all VAT-liable enterprises have to file a com-

plete listing of their Belgian VAT-liable customers over that year. An observation in this

data set refers to the sales value in euro of enterprise f selling to enterprise g within Belgium,

excluding the VAT amount due on these sales. The reported value is the sum of invoices

from f to g in a given calendar year. Whenever this aggregated value is 250 euros or greater,

the relationship has to be reported. We drop suppliers that produce capital goods, identified

from the Main Industrial Groupings (MIG) Classification of the EU.

Output price index. From the Prodcom-based sales and quantity data at the firm-

product-year level, we construct an output quantity and price index at the firm-year level for
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Belgian firms producing manufacturing goods. For multi-product firms (defined as Prodcom

firms that produce multiple PC8 products), we keep only their main (most selling) product

to construct the firm-year level output price index. The output price index pouti is obtained

as

pouti = exp
(
ln(pouti,k )− ln(pout,∗k )

)
,

where pouti,k is the output price of PC8 main product k for firm observation i, and pout,∗k is

the norm for that PC8 product, given by the average price for that PC8 product across all

Prodcom firms producing the same product in the same year. Using pouti , we deflate sales to

obtain produced quantity Qi.

Intermediate input price indices. For wholesalers, retailers and energy supply, a de-

composition into prices and quantities at the firm-year level is intricate. Therefore, we set

Ŵwholesale = 1 and thus consider the expenditures on wholesale, retailers and energy as our

quantity index V̂ wholesale. For the three other considered intermediate input categories, we

construct intermediate input price indices for each firm observation: we construct Ŵ imp for

imported inputs, Ŵ dom for domestic Prodcom suppliers (materials) and Ŵ serv for services

inputs.

• In particular, the domestic materials input index is given by the following Theil-type

Paasche price index (discussed above)

Ŵ dom
i =

∏
k

(
pdomi,k

pdom,∗k

)wi,k

= exp

(∑
k

wi,k

(
ln(pdomi,k )− ln(pdom,∗k )

))
,

where ln(pdomi,k )− ln(pdom,∗k ) is the output price index of supplier k to firm observation i,

and where k is a Prodcom firm in our sample. Weights are given by the input share of

supplier k in total variable expenditures on domestic Prodcom suppliers. By dividing

domestic material expenditures by Ŵ dom, we obtain V̂ dom.

• Analogously, the import price index Ŵ imp
i of firm observation i is given by a Theil-type

Paasche price index where pimpi,k is the import price for observation firm-product-partner-

year k. The input share wi,k is given by the value of import k in total imports of firm

observation i. The import price norm for good k, pimp,∗k is given by the average price
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of this import across all importers within the same CN8-year. We use information on

prices in kilograms if available, and in secondary units if missing in kilograms. By

dividing imported intermediate input expenditures by Ŵ imp, we obtain V̂ imp.

• In the same way, we define Ŵ serv as a Theil-type Paasche price index. For services

inputs, we use the wage of the supplying firms instead of their (unobserved) output

prices. We first normalize wages at the nace 4 digits-year level. Then we construct

Ŵ serv, using normalized wages and input shares exactly in the same way we construct

the input price index for Prodcom domestic suppliers or for importers. By dividing

services input expenditures by Ŵ serv, we obtain V̂ serv.

Data cleaning and the imposition of bounds on the unknown variables. We rescale

the data by dividingW labor, Q, V intermediate inputs, V imp, V dom, V serv, V wholesale, K by 100,000.

We trim the production data in levels and in growth terms at the 1-99 percentile level and we

remove observations with expenditures on intermediates, sales and tangible fixed asset value

lower than 1,000 euro or wage lower than 10,000 euro. We winsorize the input and output

price indices, excluding wage, at the 10th and 90th percentile. For the empirical regression

analysis, ex post the nonparametric estimation, we winsorize log productivity (growth), at

the 1th and 99th percentile for each firm size group within a sector.

When applying our nonparametric identification methods, we impose wide bounds on the

unknowns. In particular, we impose Ω ∈ [1/100WV, 100WV] and Γ ∈ [1, 10]. Γ is imposed

to be invariant at the firm level within firm-size groups. For our empirical setting, m = 1

represents labor for which we assume to have perfect price information and m = 2, ...,M

represent the different intermediate inputs. We bound αm ∈ [0.0001, 10000], a large interval

such that it is unbinding, and αm ∗ Γ ∈
[
0.9Ŵm, 1.1Ŵm

]
for m = 2, ...,M .
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Summary statistics.

Table 11: Summary statistics
Small Medium Large

Mean St.Dev. Mean St.Dev. Mean St.Dev.
Log Q 4.422 0.979 5.792 0.953 7.843 1.059
Log W labor -0.951 0.250 -0.786 0.244 -0.485 0.312
V labor 26.390 10.679 90.193 46.665 405.089 354.595

Ŵ imp 0.442 0.271 0.432 0.244 0.456 0.239

Ŵ dom 0.603 0.242 0.585 0.228 0.586 0.223

Ŵ serv 1.096 0.125 1.127 0.122 1.181 0.116

Log V̂ imp 3.148 2.044 5.038 1.433 7.199 1.400

Log V̂ dom 1.580 1.557 3.161 1.432 5.408 1.340

Log V̂ serv 1.665 0.961 2.929 0.839 4.858 0.912

Log V̂ wholesale 1.897 0.979 3.084 0.952 5.311 1.090
log K 1.990 1.085 3.353 0.959 5.370 0.968
Log Ω 3.139 1.449 4.559 1.558 7.179 1.226
Log ΓΩ 4.132 1.451 5.437 1.464 7.873 1.374
Log growth Ω -0.056 0.723 -0.004 0.701 0.005 0.506
Γ 3.454 2.506 3.146 2.485 2.816 2.688
Log ΩDMAT 1.701 1.27 3.166 1.181 5.668 1.074
Log ΓDMATΩDMAT 2.741 1.047 4.176 1.029 6.361 0.956
Log growth ΩDMAT -0.013 0.642 0.032 0.654 0.09 0.624
ΓDMAT 3.725 2.817 3.583 2.711 2.798 2.723
Estimated W imp 0.455 0.278 0.452 0.256 0.481 0.250
Estimated W dom 0.633 0.257 0.618 0.244 0.622 0.239
Estimated W serv 1.156 0.158 1.195 0.155 1.263 0.147
Estimated Wwholesale 1.054 0.082 1.059 0.079 1.066 0.073
V Cobs share V labor 22.447 10.230 22.017 10.895 14.875 7.943

V Cobs share V̂ interm. inp. 77.553 10.230 77.983 10.895 85.125 7.943

V Cobs share V̂ imp 32.077 21.964 37.367 20.150 42.103 21.104

V Cobs share V̂ dom 11.204 12.766 12.093 12.976 12.837 12.733

V Cobs share V̂ serv 15.685 10.874 13.658 9.428 12.450 8.853

V Cobs share V̂ wholesale 18.588 12.463 14.864 10.498 17.735 13.350

Est. cost share V̂ labor 9.013 6.853 9.586 7.288 4.488 2.636

Est. cost share V̂ interm. inp. 32.555 19.663 34.623 18.919 31.478 21.673

Est. cost share V̂ imp 13.771 13.995 16.887 13.318 15.736 14.250

Est. cost share V̂ dom 4.584 6.761 4.966 6.196 4.838 6.313

Est. cost share V̂ serv 6.567 6.507 6.188 5.900 4.485 4.825

Est. cost share V̂ wholesale 7.633 7.122 6.582 6.130 6.419 6.852
Est. cost share ΓΩ 58.433 23.837 55.791 23.090 64.034 22.958
|log growth(Ω)− log growth(ΩDMAT )| 0.381 0.488 0.335 0.428 0.315 0.407
# comparison obs. 73.223 63.624 74.026 62.306 61.999 44.464
Exporter 0.775 0.418 0.929 0.257 0.988 0.108
Firm age 25.583 14.680 29.113 16.935 35.155 23.285
Entry 0.004 0.065 0.005 0.071 0.005 0.071
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Online Appendix D: Additional empirical results

We start by presenting the additional empirical result showing that, while there is hetero-

geneity between sectors, both the productivity slowdown and the changing cost shares in

favor of the use of intermediate inputs is widespread across sectors.

Next, we present several sensitivity analyses. First, we show that the changing input

cost shares are not driven by differences in capital intensity. Specifically, we split up the

sample for each firm size group in tertiles of capital intensity, which is defined as the ratio

of expenditures on tangible fixed assets over the sum of expenditures on labor, intermediate

inputs and tangible fixed assets. For each tertile, we find evidence for the productivity

slowdown, overall non-positive input cost share changes for productivity and positive input

cost share growth for intermediate inputs.

Second, we test the sensitivity of our main results for the changing sample composition

over time and entry/exit of firms. In particular, we show that our main results are robust

for considering a balanced instead of an unbalanced sample over the period 2002-2014.

Third, we consider the influence of small changes of the return-to-scale assumption. In

the main analysis, we impose CRS within the firm size groups by setting γ = 1. Changing

γ to respectively 0.9 and 1.1 changes the RTS assumption to respectively decreasing and

increasing RTS. Once more we demonstrate the robustness of our estimates

Fourth, our estimation procedure involves limitations on the set of comparison obser-

vations for each firm observation via the kernel-based conditioning to control for the fixed

capital input and via the exclusion of firm observations with both lower output prices and

lower market shares to control for unobserved output quality differences. As shown in Table

11, the average number of comparison observations is over 60 for all firm size groups. Nev-

ertheless, we show in Figure 9 that the empirical results are similar as in the main analysis

if we limit the empirical analysis to firm observations with at least 20 peers.

Fifth, we test to what extent our results are driven by the unobserved nature of the

intermediate input prices W 2, ...,WM . Therefore we include estimation results that use

Ŵ 2, ..., ŴM as intermediate input prices (and thus set β = 0). Again, the obtained results

are highly similar to those in our main empirical analysis.

Finally, we provide a general picture of the robustness of our estimates in terms of

correlations. We show that the productivity estimates from the main analysis and the
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sensitivity analysis are highly correlated, in terms of rank, log growth and cost share.
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Estimated cost shares for sectors and firm size

(a) 16–Small (b) 16–Medium (c) 17–Small (d) 17–Medium

(e) 17–Large (f) 20–Medium (g) 20–Large (h) 22–Small

(i) 22–Medium (j) 23–Small (k) 23–Medium (l) 24–Small

(m) 24–Medium (n) 25–Small (o) 25–Medium

(p) 26–Small (q) 26–Medium (r) 27–Small

Figure 3: Estimated cost shares
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(a) 28–Small (b) 28–Medium (c) 1012-Small (d) 1013-Medium

(e) 1013-Large (f) 1315-Small (g) 1315-Medium (h) 3132–Small

(i) 3132–Medium

Figure 4: Estimated cost shares
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Controlling for differences in capital intensity

(a) Small - Low capital
intensity

(b) Medium - Low cap-
ital intensity

(c) Large - Low capital
intensity

(d) Small - medium
capital intensity

(e) Medium - medium
capital intensity

(f) Large - medium cap-
ital intensity

(g) Small - high capital
intensity

(h) Medium - high cap-
ital intensity

(i) Large - high capital
intensity

Figure 5: Observed cost shares, grouped by firm size and capital intensity.
Low/medium/high capital intensity corresponds to the first/second/third tertile of of capital
expenditure over observed variable costs within a firm size group.
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(a) Small - Low capital
intensity

(b) Medium - Low cap-
ital intensity

(c) Large - Low capital
intensity

(d) Small - medium
capital intensity

(e) Medium - medium
capital intensity

(f) Large - medium cap-
ital intensity

(g) Small - high capital
intensity

(h) Medium - high cap-
ital intensity

(i) Large - high capital
intensity

Figure 6: Estimated cost shares, grouped by firm size and capital intensity.
Low/medium/high capital intensity corresponds to the first/second/third tertile of capital
expenditure over observed variable costs within a firm size group.
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Balanced sample

Table 12: Within-firm temporal variation of the observed variable cost shares – balanced
sample

All years (2002-2014) Pre-crisis (2002-2007) Post-crisis (2010-2014)
Small Medium Large Small Medium Large Small Medium Large

Dependent variable: cost share labor
Year -0.0516 -0.0268 -0.0812 -0.326*** -0.429*** -0.212** -0.113 0.0828 -0.0729

(0.0731) (0.0641) (0.0902) (0.114) (0.116) (0.0845) (0.126) (0.104) (0.0735)
Constant 125.5 78.77 180.4 675.1*** 885.0*** 442.8** 248.4 -141.6 163.6

(146.8) (128.8) (181.1) (228.3) (233.0) (169.4) (254.0) (210.1) (147.9)
Dependent variable: cost share imported intermediate inputs

Year 0.168 0.232 0.258 1.320*** 0.823** -0.835 0.911** -0.245 0.725***
(0.165) (0.164) (0.205) (0.295) (0.310) (0.483) (0.358) (0.211) (0.218)

Constant -296.9 -431.3 -471.6 -2,604*** -1,617** 1,719 -1,792** 526.6 -1,410***
(332.2) (328.8) (411.1) (591.4) (621.7) (967.6) (721.0) (423.6) (439.4)

Dependent variable: cost share domestic intermediate inputs
Year -0.184** -0.324*** -0.0805 -0.360** -0.327* 0.0373 -0.299** -0.0946 0.135

(0.0770) (0.0797) (0.154) (0.157) (0.166) (0.290) (0.137) (0.170) (0.356)
Constant 377.2** 662.4*** 173.4 730.4** 668.6** -62.55 608.2** 200.3 -259.7

(154.5) (160.0) (310.2) (315.6) (332.5) (581.5) (276.1) (341.2) (716.3)
Dependent variable: cost share services inputs

Year 0.0872 0.0702 -0.138 -0.199 0.00796 -0.350 0.0881 0.297* -0.522
(0.109) (0.143) (0.138) (0.199) (0.184) (0.310) (0.170) (0.172) (0.382)

Constant -162.8 -127.0 288.1 411.5 -2.293 714.2 -164.5 -583.8* 1,062
(218.0) (286.4) (276.9) (398.5) (368.8) (621.6) (342.9) (345.3) (768.0)

Dependent variable: cost share wholesale expenditure
Year -0.0201 0.0493 0.0413 -0.434** -0.0747 1.360* -0.588** -0.0408 -0.264**

(0.127) (0.0855) (0.0904) (0.203) (0.180) (0.699) (0.258) (0.189) (0.102)
Constant 57.06 -82.86 -70.25 886.8** 165.6 -2,714* 1,200** 98.40 543.8**

(255.1) (171.7) (181.6) (407.5) (360.8) (1,401) (519.9) (379.9) (204.9)
Dependent variable: cost share intermediate inputs

year 0.0516 0.0268 0.0812 0.326*** 0.429*** 0.212** 0.113 -0.0828 0.0729
(0.0731) (0.0641) (0.0902) (0.114) (0.116) (0.0845) (0.126) (0.104) (0.0735)

Constant -25.46 21.23 -80.36 -575.1** -785.0*** -342.8* -148.4 241.6 -63.62
(146.8) (128.8) (181.1) (228.3) (233.0) (169.4) (254.0) (210.1) (147.9)

Firm observations 702 780 169 324 360 78 270 300 65
Firms 54 60 13 54 60 13 54 60 13

Notes: The dependent variable is the observed variable cost share (times 100) of respectively labor,
intermediates, imported intermediates, domestic intermediates, purchased services, wholesale expen-
ditures. All regressions use firm-level fixed effects. Robust standard errors in parentheses.*** p <
0.01, ** p <0.05, * p < 0.1.

Table 13: Within-firm temporal variation of log productivity and the total variable cost
share of latent inputs – balanced sample

All years (2002-2014) Pre-crisis (2002-2007) Post-crisis (2010-2014)
Small Medium Large Small Medium Large Small Medium Large

Dependent variable: Log Ω
Year -0.011 -0.000 -0.039 -0.028 0.014 -0.065 -0.046 -0.042 0.031

(0.014) (0.010) (0.026) (0.023) (0.025) (0.062) (0.044) (0.034) (0.101)
Constant 26.150 4.810 85.500 58.565 -23.990 137.913 94.911 89.887 -56.342

(28.436) (20.408) (52.254) (45.677) (50.316) (124.083) (88.949) (69.150) (203.678)
Dependent variable: Cost share latent inputs (× 100)

Year -0.745*** -0.587*** -1.056** -1.421*** -0.541 -1.940 -0.726 -1.100* -0.451
(0.240) (0.201) (0.468) (0.451) (0.418) (1.260) (0.669) (0.553) (1.037)

Constant 1,553.740*** 1,238.101*** 2,181.423** 2,909.468*** 1,144.802 3,955.125 1,517.367 2,268.722** 965.721
(482.804) (402.949) (940.335) (903.374) (837.510) (2,524.838) (1,345.315) (1,111.936) (2,086.712)

Observations 702 780 169 324 360 78 270 300 65
Number of firms 54 60 13 54 60 13 54 60 13

Notes: The dependent variable is respectively log productivity and the total variable cost share
of latent inputs (times 100). All regressions use firm-level fixed effects. Robust standard errors in
parentheses.*** p < 0.01, ** p <0.05, * p < 0.1.
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Alternative RTS assumptions

(a) Small (b) Medium (c) Large

Figure 7: Estimated cost shares, grouped by firm size. γ = 0.9

(a) Small (b) Medium (c) Large

Figure 8: Estimated cost shares, grouped by firm size. γ = 1.1

Controlling for low numbers of comparison partners

(a) Small (b) Medium (c) Large

Figure 9: Estimated cost shares, grouped by firm size. Limited to firm observations with at
least 20 comparison partners
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Avoiding the use of shadow prices for intermediate inputs

(a) Small (b) Medium (c) Large

Figure 10: Estimated cost shares, grouped by firm size. No shadow prices for intermediate
inputs

Spearman correlation between different measures of productivity

Table 14: Spearman correlation between different measures of Ω per firm size group
Ω Ωβ=0 Ωγ=0.9 Ωγ=1.1 ΩDMAT

Small firms
Ω 1.000 0.986 0.996 0.992 0.534
Ωβ=0 0.986 1.000 0.980 0.981 0.516
Ωγ=0.9 0.996 0.980 1.000 0.984 0.553
Ωγ=1.1 0.992 0.981 0.984 1.000 0.522
ΩDMAT 0.534 0.516 0.553 0.522 1.000

Medium firms
Ω 1.000 0.982 0.995 0.993 0.554
Ωβ=0 0.982 1.000 0.976 0.982 0.496
Ωγ=0.9 0.995 0.976 1.000 0.983 0.579
Ωγ=1.1 0.993 0.982 0.983 1.000 0.540
ΩDMAT 0.554 0.496 0.579 0.540 1.000

Large firms
Ω 1.000 0.976 0.986 0.984 0.599
Ωβ=0 0.976 1.000 0.981 0.940 0.584
Ωγ=0.9 0.986 0.981 1.000 0.953 0.606
Ωγ=1.1 0.984 0.940 0.953 1.000 0.590
ΩDMAT 0.599 0.584 0.606 0.590 1.000
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Table 15: Spearman correlation between different measures of Ω per firm size group in terms
of log growth

Ω Ωβ=0 Ωγ=0.9 Ωγ=1.1 ΩDMAT

Small firms
Ω 1.000 0.904 0.949 0.952 0.540
Ωβ=0 0.904 1.000 0.876 0.894 0.514
Ωγ=0.9 0.949 0.876 1.000 0.892 0.557
Ωγ=1.1 0.952 0.894 0.892 1.000 0.529
ΩDMAT 0.540 0.514 0.557 0.529 1.000

Medium firms
Ω 1.000 0.915 0.964 0.948 0.572
Ωβ=0 0.915 1.000 0.886 0.913 0.555
Ωγ=0.9 0.964 0.886 1.000 0.900 0.582
Ωγ=1.1 0.948 0.913 0.900 1.000 0.559
ΩDMAT 0.572 0.555 0.582 0.559 1.000

Large firms
Ω 1.000 0.916 0.964 0.963 0.500
Ωβ=0 0.916 1.000 0.908 0.881 0.487
Ωγ=0.9 0.964 0.908 1.000 0.915 0.514
Ωγ=1.1 0.963 0.881 0.915 1.000 0.475
ΩDMAT 0.500 0.487 0.514 0.475 1.000

63



Table 16: Spearman correlation between different measures of the cost share of Ω in total
costs per firm size group

CSΩ CSβ=0
Ω CSγ=0.9

Ω CSγ=1.1
Ω CSDMAT

Ω

Small firms
CSΩ 1.000 0.966 0.987 0.987 0.336

CSβ=0
Ω 0.966 1.000 0.948 0.969 0.313

CSγ=0.9
Ω 0.987 0.948 1.000 0.966 0.350

CSγ=1.1
Ω 0.987 0.969 0.966 1.000 0.325

CSDMAT
Ω 0.336 0.313 0.350 0.325 1.000

Medium firms
CSΩ 1.000 0.959 0.991 0.985 0.361

CSβ=0
Ω 0.959 1.000 0.949 0.966 0.324

CSγ=0.9
Ω 0.991 0.949 1.000 0.969 0.372

CSγ=1.1
Ω 0.985 0.966 0.969 1.000 0.353

CSDMAT
Ω 0.361 0.324 0.372 0.353 1.000

Large firms
CSΩ 1.000 0.965 0.978 0.970 0.531

CSβ=0
Ω 0.965 1.000 0.942 0.958 0.508

CSγ=0.9
Ω 0.978 0.942 1.000 0.936 0.505

CSγ=1.1
Ω 0.970 0.958 0.936 1.000 0.570

CSDMAT
Ω 0.531 0.508 0.505 0.570 1.000
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